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Abstract
The newspaper emerged as a distinct cultural form in early 17th-century Europe. It is bound up with the early modern period of his-
tory. Historical newspapers are of utmost importance to nations and its people, and researchers from different disciplines rely on
these papers to improve our understanding of the past. In pursuit of satisfying this need, Istanbul University Head Office of Library and
Documentation provides access to a big database of scanned historical newspapers. To take it another step further and make the docu-
ments more accessible, we need to run optical character recognition (OCR) and named entity recognition (NER) tasks on the whole
database and index the results to allow for full-text search mechanism. We design and implement a system encompassing the whole
pipeline starting from scrapping the dataset from the original website to providing a graphical user interface to run search queries, and
it manages to do that successfully. Proposed system provides to search people, culture and security-related keywords and to visualise
them.
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1. Introduction

With the digitalising world, the information produced is increasing day by day, so it is challenging to automatically

organise, analyse, summarise, understand and obtain the desired information from the large scale of document collec-

tions. More difficulties arise when it comes to historical documents and text-based searches on them. To accomplish

these challenging tasks, terms that describe the documents are needed. Terms describing the collections of documents

are called keywords. Moreover, the named entities in the document also inform us about the document. As a result, in

order to search these historical documents, we need to be mining on them.

Document mining constitutes an important step in many natural language processing (NLP) tasks such as information

extraction and retrieval, machine translation, sentiment analysis, syntactic segmentation, multimedia indexing and

question-answering systems. Named entity recognition (NER) is the process of finding entities in a text and assigning

them to one of the predefined classes such as person, location, date, formula, percentage, organisation and money [1].

With all these, NER is not limited to these data types, but is also used to identify and mark entities specific to the rele-

vant area in studies in different fields. E-mail addresses [2], phone numbers, book titles, project names, gene/protein

names in bioinformatics and chemistry texts [3], RNA, DNA, cell information, drug names [4] and chemical names [5]

as entity names are the subjects studied. In this article, we recognise named entities in historical newspapers and then do

full-text search.

NER operation was performed in different languages, mainly in English, Arabic [6], Russian [7], Chinese [8], Finnish

and Japanese [9]. In recent years, many studies have been done on Turkish NER. Özger and Diri [10] performed the

identification and labelling of the names of organisations, locations, people and date, money, hour for Turkish documents

by means of a subject-independent and a rule-based approach. Dalk�l�cx et al. [11] developed a method for Turkish based

on some grammatical rules of the language and tried it on different documents. Özkaya and Diri [12] used conditional

random fields (CRFs) to realise the recognition of three different entity names namely person, organisation and location

by deducting some rules on unofficial Turkish e-mails. Kücxük et al. [13] presented a dataset of news texts marked with

entity names for Turkish. Güngör et al. [14] devised a method that uses recursive neural networks for the Turkish NER

task. Günesx and Tantuğ [15] developed bidirectional long short-term memory (BLSTM) and deep bidirectional long

short-term memory (DBLSTM) models for Turkish NER operations. Eken [16] proposed an NER system for Turkish

tweets (in short texts) in her thesis. Sar� and Aktasx [17] developed a rule-based NER model for Turkish history and geo-

graphy course texts. Arslan et al. [18] used Apache Lucene, a big data indexing and search software, to detect the pres-

ence of email, web addresses and emoji in half a billion web pages. Cxekinel et al. [19] recognised named entities in news

texts using the CRF method. Akp�nar et al. [20] proposed a tool that enables semi-automatic tagging of entities and their

relationships, based on bank transactions in image format. All these works are related to Turkish NER tasks on modern

documents.

Contributions to the literature with the paper can be listed as follows:

1. NER and optical character recognition (OCR) tasks are done on Turkish historical newspapers.

2. A full-text-based mechanism for allowing searchable historical newspapers is developed.

3. Location-based entities are visualised on the maps.

4. Historical newspapers are serviced for the history, culture and security-related researches to understand organisa-

tional and national issues.

The rest of this article is organised as follows: Section 2 focuses on NER-based searchable historical newspapers for

different languages. Section 3 describes the presented system architecture with its submodules. Section 4 deals with the

realised experiments. In the last section, we discuss the research results and we propose some future research directions.

2. Related works

Historical texts such as newspapers, letters, diaries, medical documents, court reports and so on are important documents

that shed light on the past, and are being digitised, OCRed, annotated, stored and published on the web in order to be

reachable by anyone who wants. As a result, these texts especially have attracted the attention of researchers and they

have searched for methods to extract information from them. Therefore, many studies have been done on this subject

from past to present and studies are still ongoing.

When the literature is evaluated, it is seen that users search information from newspapers mostly by using names of

people, locations, organisations and so forth [21]. Considering this situation, it can be easily said that NER has an impor-

tant function in information search. Crane and Jones extracted NERs from newspapers from the 19th century to make
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collections suitable for searching [21]. The NERs extracted by authors within the scope of the study were personal

names, locations, dates, products, organisations, streets, newspapers, ships, regiments and railroads. Because the success

in extracting some NERs was low, they suggested using well-defined rule sets, complete knowledge sources and lists

prepared by experts as training data. They just focused on 10 different NERs and evaluated them manually. Here, we

extract three main NERs, visualise the location-dependent ones, and indexing and searching mechanisms are operated.

To enhance searching of Litteraturbanken, Swedish literary classics, Borin et al. [22] applied a generic NER system.

The generic NER system worked as an inclusion of word similarity to classical rule-based NER and had capability of

obtaining eight named entities with an F-measure of 92.8%. There are no search and browsing interfaces for extracted

NERs in their system. Kettunen et al. [23] used Finnish rule-based NER tool FiNER in a historical Finnish OCRed

newspaper collection between 1771 and 1910 to perform better searching of the information from historical newspapers.

With FiNER, they extracted person, location (general, geographical, political), address, educational organisation, com-

pany and time expressions but OCR errors caused poor performance in accurate extraction of these named entities.

Although it is the closest article to the work we do, no connection of some type of functional NER to their user interface

of historical newspaper collection. In the study by Kettunen and Ruokolainen [24], the same Finnish dataset was used to

select the best NER tool among FiNER, FST, Connexor and Polyglot. They concentrated on locations, person names,

organisation and dates/time and realised that results were extremely low because of bad quality of historical texts, which

caused OCR to give bad results. Similarly, we use Enamex style annotation for named entity boundaries and types.

Ruokolainen and Kettunen [25] wanted to improve NER results caused by the OCR errors. Apart from NER, OCR errors

also negatively affected the search results and hence OCR quality was improved. The authors used the historical Finnish

OCRed newspaper collection as before to compare the results and it was seen that as the OCR quality improved, the

results also increased. Different from other studies, Labusch et al. [26] used deep learning methods and embedded lan-

guages for NER extraction for both historical German texts and contemporary ones for use in search and achieved good

results. They did not concern the level of noise in the source OCR texts by means of re-processing the digitised docu-

ments. In the study by Ruokolainen and Kettunen [27], historical newspapers and journals published in Finnish between

the 19th and early 20th century were used to extract NERs to improve searching. NER extraction was realised with

Stanford NER and LSTM-CRF models on OCRed data and manually corrected ground truth data. The Stanford NER

and LSTM-CRF models had quite similar success for both datasets, while the corrected dataset was the most successful

in extracting NERs with both methods. There are no search and browsing interfaces for extracted NERs in their system.

They believed that the La Stampa style of usage of names in the graphical user interface (GUI) of a newspaper collec-

tion was more informative and useful for users.

A European Commission–funded project Europeana Newspapers was developed to access historical newspapers from

23 European libraries with digitised 10 million historic newspaper pages [28]. The explicit aim of the project was to make

newspaper pages fully searchable. To achieve this, the authors first digitised pages with OCR and then by using OLR

they obtained each article separately. The project was also a pioneer for many studies. Neudecker and Antonacopoulos

[29] wanted to improve the full search result quality of the available approaches for the Europeana Newspapers project.

In the first step, newspapers were organised into files and directories; then binarisation and format change were applied

to page images; at the end, different OCR and OLR software were used for good results. Apart from these, NER was also

applied to three languages for better refinement. In another study conducted on three languages namely Dutch, French

and German in Europeana Newspaper, NER extraction was proposed to provide full-text search with people, locations

and organisations [30]. Similarly, we do indexing and searching mechanisms for the same NERs and also visualisation

for them. NERs were extracted with high precision using Stanford Named Entity Recognizer over 100 pages for each

language.

In Apperley et al. [31], the authors used the Greenstone system for full-text search in The Niupepa collection of his-

toric Maori newspapers. First, by using OCR, newspapers were converted into electronic format; and by using page-level

index, page-by-page searching was provided. The Niupepa collection incorporates a page-level index, with text for each

page held in a separate file. Here, we use the Elasticsearch engine for indexing data. Gatos et al. [32] devised a

segmentation-free algorithm by combining image preprocessing, segmentation, synthetic data creation, word spotting

and user’s feedback technologies to extract keywords from historical type-written documents. Ahonen and Hyvonen

[33] composed a semantic search system for historical texts of the National Library of Finland using a common ontology

where cultural objects were annotated semantically. In their work, a multi-faceted semantic search interface was applied

to the annotated material. We search on the extracted NERs. Jerele et al. [34] used OCR and a lexicon to simplify full-

text search in Slovenian books and newspapers from the 18th and 19th centuries. In this study, while OCR digitised

texts, lexicon connected historical words to their contemporary ones. Terasawa et al. [35] claimed that the image quality

of historical newspapers was low and that OCR use would not be successful on these images. Hence, the authors custo-

mised appearance-based algorithms for full-text search. The algorithm reduced the problem of full-text search to the
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sequence matching based on character to character matching with its shapes. Also, for decreasing computational burden,

pseudo-code expression LSPC was adopted to algorithm. As a result, better results were obtained in terms of search and

computational cost. They evaluated the method in terms of the searching accuracy regarding different search keyword

length. We do stress tests for different search queries. Thompson et al. [36] devised a web-based History of Medicine

tool by benefitting from text mining methods to provide its user an efficient search from historical texts, which were

British Medical Journal and London Medical Officer of Health reports. The tool presented its user term, bibliographic

metadata, entity, event and named entity–based search. In another study on historical medical text, it was aimed to

extract concepts, relations and NERs to make ready these texts for searching purpose [37]. To accomplish this task, the

authors took advantage of NER tools and medical ontologies. Wilkinson at al. [38] benefitted from deep learning meth-

ods for semantic searching in three historical text datasets. For this aim, a segmentation-free query-by-string word-

spotting model called as Ctrl-F-Net was devised. The working of the model was as follows: first region proposals were

obtained in the page and then these proposals embedded into word embedding space where the search was taken place.

Kettunen et al. [39] used the PIVAJ machine learning–based platform to obtain articles on the same page separately and

made an experiment on Finnish journal Uusi Suometar 1869–1898. The purpose of doing this was to provide article-by-

article search for refining search quality. In the study by Bogaard et al. [40], it was aimed to understand user behaviour

by using metadata categorisation to achieve functional search in historical newspaper collection. It simultaneously pro-

duced region proposals and embedded them into a word-embedding space in which searches were performed. Atay et al.

[41] developed an architecture that makes content-based figure searches possible on these scanned documents in large

quantities. The user can search with some keywords and display related figures in digital documents with their captions.

Although there are some studies in the literature on searchable historical papers/newspapers, to our knowledge, no previ-

ous study has been performed on searchable OCRed Turkish newspapers.

3. System architecture

The first step in this system is to build the data infrastructure and pipeline from scratch. This infrastructure needs to be

robust, scalable and reliable. The architecture we chose to use can be described as a collection of microservices, each of

which is dedicated to one small task or part of the system. The whole system, as shown in Figure 1, consists of:

• CouchDB instance;

• Elasticsearch instance;

• Application programming interface (API);

• GUI;

• Data collector and processor.

3.1. Data collection

3.1.1. Scraping the dataset website and downloading the data. Istanbul University Head Office of Library and

Documentation has approximately 18,422 volumes of newspapers in the collection of the Central Library. The newspa-

pers had been published in various languages such as Ottoman, Greek, Bulgarian, French, German, English and Turkish.

To preserve this valuable newspaper archive, which will shed light on the history of the period, and to put it into the ser-

vice of researchers, the ‘Gazeteden Tarihe Bak�sx Projesi’ [42] was carried out. Within the scope of the project, approxi-

mately 688 volumes, 55 headings, 581,106 pages of images from national and local newspapers covering the years

1928–1942 were scanned by OCR method and transferred to electronic media, for a total of 511 GB of data. These

scanned newspapers are accessible daily. Figure 2 shows some parts of scanned newspapers from the dataset. In this arti-

cle, we use only Turkish OCRed historical newspapers.

To download the dataset, we write our own script using the Python libraries BeautifulSoup [43] and Requests [44].

Together, they allow us to query the website of the dataset and parse through newspaper names, years, months and the

issue number. Once we reach a newspaper release, we download its PDF and store its metadata such as the newspaper

name, date and original URL. Then, we run a parallel downloading job to accelerate the download process. However,

this results in the connection getting closed by the server, so we had to resort to reducing the number of parallel jobs to

a maximum of 4, as well as adding a 100 ms delay between requests.
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3.2. Data preprocessing steps

3.2.1. Processes the PDFs to extract and clean single pages. Document understanding is usually done on scanned docu-

ments/images. Lovegrove and Braisford [45] made the first study to identify combined lines from scanned PDF images.

With the popular PDF format, Anjewierden [46] extracted text and graphic objects from PDFs with xpdf. Later, Hadjar

et al. [47] also compared the performance results of object extraction libraries from the PDF. Chao and Fan [48] tried to

extract text and figure objects directly from PDF code (content analysis) and vector objects such as lines and tables (lay-

out-design analysis) from bitmap images. Hassan [49] proposed a bottom-up clustering algorithm according to visual

principles.

It is possible to miss-recognise some characters with OCR. Therefore, it is inevitable to perform an NLP-supported

correction with OCR. There are different approaches to OCR post-correction such as machine learning, combining mul-

tiple system outputs or high-frequency words based. Niklas [50] combined several methods to ensure the best correction

of misspelled words: general spelling (Anagram Hash), OCR adaptive character form and bigram. This approach was

conducted manually on the London Times Newspaper Archive, which was published in the English newspaper between

1785 and 1985 and the error reduction rate was increased to 75%. In 2007, Hauser [51] developed an edit distance for

OCR post-correction. Généreux and Spano developed the SimString library [52], which uses the CPMerge [53] algo-

rithm to provide fast approximate sequence matching.

Figure 2. Some parts of scanned newspapers from dataset: (a) Acx�k Söz, 27 August 1936 and (b) Jamanak, 1 June 1936.

Figure 1. Proposed system architecture.
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Within the scope of this study, each page of the PDF format historical newspapers is first converted into an image and

then images are converted into grey ones. After that, grey images are converted to binary forms using Otsu thresholding

technique [54]. Finally, OCR task is realised on all binary newspaper pages using pytesseract [55] tool. Python-tesseract

is an OCRtool for python. Python-tesseract is a wrapper for Google’s Tesseract-OCR Engine. All these preprocessing

steps are implemented in multithreaded programming. Figure 3 shows outputs of all these preprocessing steps.

In order to minimise OCR errors, these words are normalised by using Zemberek-NLP [56], an NLP library developed

with Java, which is specific to the Turkish language. Spelling errors are corrected with Turkish sentence normalisation

method according to Turkish morphology of Zemberek-NLP.

3.2.2. Performing NER. Zemberek-NLP provides a simple NER module for Turkish. This module does not have any

model in it; therefore, we need to train our own model. For creating an NER model, we first need a training set, a file

that contains correct examples. Training data can be prepared using three annotation methods: bracket style annotation,

OpenNLP style annotation and Enamex style annotation.

Figure 3. An example of data preprocessing and OCR result on Ikdam’s frontpage from 5 March 1929: (a) raw image, (b) grey
image, (c) binary image and (d) OCR result.
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PER (Person), ORG (Organisation) and LOC (Location) named entity types are used in this article. The training pro-

cess is made using the ENAMEX data (enamex_train.txt) on the official Github page. Then, with the help of

PerceptronNer, the named entities are determined in three classes as person, location and organisation. Performance

results are presented in Section 4.2.1.

3.3. Dockerised services

Microservice architecture is an architecture style where a complex system is split into small loosely coupled parts, called

services, which can be deployed independently. This architecture allows for fast, frequent and reliable delivery of large,

complex applications.

3.3.1. Customised RESTful API. Representational State Transfer (REST) [57] is an architectural style used to design dis-

tributed systems. It was introduced and defined by Roy Fielding in his doctoral dissertation in 2000. REST architecture

works over the HTTP protocol and allows for communication and data transfer in client–server architectures by carrying

Extensible Markup Language (XML) and JavaScript Object Notation (JSON) data.

We use a RESTful API to sit between our GUI and the elastic search and CouchDB instances, it gives us a simple

and standardised way to query our processed dataset by just sending a GET request in the following format: http://local-

host:4000/query?keyword=<> start=<> end=<> . The response then comes in the form of a JSON document as

shown in Figure 4.

3.3.2. Storing data in CouchDB. Traditionally, SQL databases have been the dominant choice for any data storage option,

but explosive growth of our generated data and the rise of new applications brought with it have shown the need for a

new approach instead of SQL. NoSQL replaces the rigid data schema in SQL with a more flexible one, allowing us to

work with large sets of non-structured data, in distributed and real-time applications [58]. Some of the main qualities of

such databases include a simpler and more flexible design, ability to scale horizontally and better performance [59].

Considering that we are dealing with documents in our dataset, a document-oriented database would be the optimal

choice for it, hence our choice of CouchDB. A document-oriented database stores each object in a dedicated instance (as

seen in Figure 5), instead of spreading it across multiple tables as is the case with SQL.

Figure 4. API response showing first results for the keywords ‘sansür’ (censor) and ‘sahte’ (counterfeit) in JSON format.
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CouchDB, implemented in Erlang, handles concurrency with a form of multi-version concurrency control (MVCC). It

offers an intuitive RESTful HTTP/JSON API and uses MapReduce of JavaScript functions as the query method.

Other features include document-level ACID (atomicity, consistency, isolation, durability) semantics and multi-master

replication, which allows it to scale across machines to build high-performance systems. A database handler is created to

facilitate running any operation across the whole proposed system.

3.3.3. Indexing data in Elasticsearch. Due to its popularity and ease of use, we decided to use Elasticsearch [60] to imple-

ment our indexing and search engine part of the system, Elasticsearch is a full-text search and analysis engine based on

the Apache Lucene project [61]. Together with Kibana and Logstash, they form the ELK stack, an open source solution

for logging, indexing textual data and full-text search. There are many reasons to choose Elasticsearch such as scalabil-

ity, fast performance, multilingual support, document oriented (JSON), auto-completion and instance search, and schema

free. It will run perfectly fine on any machine or in a cluster containing hundreds of nodes, and the experience is almost

identical. By using distributed inverted indices, Elasticsearch quickly finds the best matches. Elasticsearch uses JSON as

the serialisation format for documents. JSON has become the standard format used by the NoSQL movement. Auto-

completion is a navigational feature to guide users to relevant results as they are typing, improving search precision.

Elasticsearch does not require some definitions such as index type and field type before the indexing process.

Figure 5. An example of CouchDB JSON document from our proposed system.
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3.3.4. A web-based GUI and visualisation. The GUI is a simple flask application with a search page that allows the user to

run queries and filter them based on a keyword and a slider for the date range as shown in Figure 6. The results are then

displayed in a table containing the OCRed text, the date, newspaper name, as well as a link to download the original

PDF.

The location NER data are also used to provide a visualisation in the form of a map with pins of mentioned locations,

this could help researchers explore the data if they do not know what to look for well enough.

4. Experimental results

4.1. Experimental setup

This project was implemented in Python 3 and tested on a local machine with the following specifications: CPU: Intel

Core i7-7700HQ, RAM: 12 GB DDR4-2400, GPU: Nvidia GeForce GTX 950M 2GB GDDR5, OS: Ubuntu 18.04 LTS.

4.2. Performance evaluation and discussion

4.2.1. NER results. In general, NER results with only a few noticeable mistakes are shown below in as an example.

Correct versions are given within parenthesis.

Cumhuriyet front page from 4 February 1929:

• PERSON: YUNUS NAD_I Marehanesi (_Idarehanesi), Haydarpasxa, Jermen La, Sxozüttin, Emanullah Hazretlerin

(Hazretleri), Habibulla (Habibullah), Ali Ahmet, Jermen La- (Jermen Labort), LawRens;

• LOCATION: _Istanbul, F�rt�na, Avrupa, Amerika, Amerikada, Türkiye, Berlin, Antalya, Karabiğa (Karabağ),

Konya, Mersin, _Izmir, Trabzonda, Londra, Moskova, Efganistanda, Atinaya;

• ORGANISATION: A Basx Muharriri, Liman Sxirketi, Rasathine (Rasathane).

4.2.2. Indexing results. To index the OCRed data, we run eight parallel jobs to grab the stored data in CouchDB, and index

in Elasticsearch, we measured a throughput of around 80 docs/s, this was bottle-necked by CouchDB queries and network

latency rather than the actual throughput limit of Elasticsearch.

We do a few more tests to get a better idea about the performance of Elasticsearch indexing and search as shown in

Table 1 and Figure 7.

We should note that those results are without the use of n-gram tokenizer in Elasticsearch, and we plan to explore this

feature in the future.

Figure 6. GUI for submitting search queries.
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Using a combination of Loader.io [62] and Postman [63], we stress tested our API, the results show that the response

time is around 317 ms per query for one client, and it can sustain a load of 300 clients/ms with a 2500 ms response time

(Figure 8). This, however, is the function of the cloud machines we are using and can be scaled down or up as needed.

5. Conclusion and future work

Newspapers contain very diverse information, hence being an excellent source for various scientific disciplines.

They are easily readable materials for the broader public – but only these issues are interesting, which are con-

nected to well-known historical events, providing the reader with a historical experience. The OCR-processed

Table 1. Elastic search results.

Query Result count Time taken (ms)

q1 512 900
q2 350 371
q3 202 249
q4 41 175

Figure 7. Execution time of search queries.

Figure 8. Load test results for search queries.
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text of newspapers is highly usable for text mining the vocabulary of a community given their collective and col-

laborative character, which makes them very representative for the written language used in the respective time

period. The historical press needs to be digitised because of the low quality of its paper and at times acidic ink,

which gradually destroys the material. Newspapers are especially important as documents for the history and cul-

ture of ethnical minorities.

In this work, we take it upon ourselves to turn the valuable Turkish historical newspaper dataset into a searchable text for-

mat and make it available for researchers from all fields to benefit from. So, they can be used for some people, culture and

security-oriented works. The codes are available at: https://github.com/fourplusone41/AcikHack2-GazetedenTariheBakis.

However, there is still room for improvements and optimisations. This includes but is not limited to: testing

nGram indexing and variable page sizes in ElasticSearch, comparing performance of different machine configura-

tions and cluster sizes, trying alternative tools like Apache Solr [64] or a bare-bone Lucene [61]. In future, we also

plan to tackle the problem of semantic search as well, which will improve our system significantly if integrated

with Elasticsearch successfully.
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[14] Güngör O, Üsküdarl�g S and Güngör T. Recurrent neural networks for Turkish named entity recognition. In: 2018 26th signal

processing and communications applications conference (SIU), Izmir, 2–5 May 2018, pp. 1–4. New York: IEEE.
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Bilimleri ve Mühendisliği Dergisi 2018; 11(2): 52–68.
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