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Abstract—We present an OCR tool developed for printed 
Ottoman documents in naksh font as part of a project named 
End-to-End Conversion of Ottoman Documents to Modern 
Turkish This tool uses a deep learning model trained with a data 
set containing original and synthetic documents. We conducted 
an experimental comparison of this tool named Osmanlica.com 
with Tesseract Arabic, Tesseract Persian, Abby Finereader, 
Miletos and Google Docs OCR tools (or models) using a test data 
set comprised of 21 pages of original documents. With 88,64% 
raw, 95,92% normalized and 97,18% joined character 
recognition accuracy rates, Osmanlica.com outperformed the 
other tools with a marked difference. Osmanlica.com also 
achieved 58% word recognition accuracy which is the only rate 
over 50% among the OCR tools compared. We shared the test 
data set, ground truth, OCR outputs and the test program 
written in Python using difflib at osmanlica.com/test for 
independent verification. 
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I. INTRODUCTION 
Ottoman was a written language used in Ottoman Empire 
between 13th and 20th centuries. Although Ottoman in its core 
is Turkish, it borrows heavily from Arabic and Persian, both 
have influenced Ottoman drastically. [1] Arabic was the 
language of the religion, while Persian was of the literature. 
Ottoman used Arabic script with extra letters for representing 
the sounds from Persian and Turkish. There is a quite large 
collection books, newspapers, etc. amounting to millions in 
total in archives and libraries. [2] It is not practical to convert 
them manually to Modern Turkish, as is the case so far. The 
OCR tools developed for Arabic and Persian are not very good 
at recognizing Ottoman either. Therefore it is imperative to 
train deep learning models for recognizing Ottoman in order 
to efficiently convert documents to text. 

We present an OCR tool developed for printed Ottoman 
documents in naksh font as part of an project named End-to-
End Conversion of Ottoman Documents to Modern Turkish* 
in this paper. The project aims to achieve its objective in four 
distinct steps shown in Fig. 1: 

1. Document-image conversion: Documents are scanned, 
digitized and converted into image file formats. This step 
is not part of the project. 

2. Image-text conversion (OCR): Images are converted to 
text by recognizing characters in the image using 
classification models trained with large data sets. 

3. Transliteration: This step involves the orthographical 
conversion of Ottoman text in Arabic-based Ottoman 
script into Latin-based Turkish script. Since there are 
many-to-many correspondence between Ottoman and 
Turkish letters, this step is quite complex. It is further 
complicated since there are many-to-many mapping 

between the words in Ottoman (Arabic) and Turkish 
(Latin) script. 

4. Intra-language translation: The translation of Ottoman 
text in Turkish (Latin) script to Modern Turkish is carried 
out in this step. 

Steps in Ottoman-Turkish End-to-End Conversion 

1. Document-image conversion: 
    document  image file 
2. Image-text conversion (OCR): 
    image file ottoman text (Arabic) 
3. Transliteration: 
    Ottoman text (Arabic) Ottoman text (Latin) 
4. Translation: 
    Ottoman text (Latin Turkish text (Latin) 

Ottoman-Turkish End-to-End Conversion Example 

Fig. 1 End-to-end conversion steps 

This paper is organized as follows: The related work is 
given in Section 2. The Ottoman script is described in Section 
3. The data set used in experiments are discussed in Section 4. 
The experimental comparison of OCR tools and the results are 
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presented in Section 5. A summary and the future work are 
given in Section 6.  

II. RELATED WORK 
The first studies in Ottoman documents date back to the 90's 
[10,11,12,13]. This effort has been continued by other groups 
[14,15,16]. [17,18,19,20] can be given as examples of other 
useful approaches for Arabic and scripts. Various methods 
have been tried in the optical character recognition of texts 
written in the Ottoman script. Studies have been carried out 
with Linear discriminant analysis in [21], a single layer 
artificial neural network in [22], support vector machines in 
[23], and hidden markov models in [24. In [25] a system that 
performs OCR for search and query purposes has been 
developed. However deep learning models which has been 
successfully applied to various problems in recent years has 
also been successfully applied to OCR, and satisfactory 
results have been obtained for Arabic script [26,27,28] 

III. CHARACTERISTICS OF OTTOMAN SCRIPT 

Ottoman was a written language used in Ottoman Empire 
between 13th and 20th centuries. Although Ottoman in its core 
is Turkish, it borrows heavily from Arabic and Persian, both 
of which had influenced Ottoman drastically. Arabic was the 
language of the religion, while Persian was of the literature. 
[1] 

Ottoman script was based on  the Arabic script consisting 
of 28 Arabic letters ( ) extended 
with 4 letters for Persian ( ) and 3 letters ( ) for Turkish 
sounds. Ottoman is written from right to left in cursive style. 
The letters are written slightly differently depending on 
whether they are isolated or joined with the following or 
preceding letter. The majority of letters (joiner) joins from 
both sides while only eight letters (non-joiner) joins from right 
side ( ). Thus letters have two or four forms: isolated, 
final, medial, initial form as shown in Table 1.  

An understanding of certain characteristics of Arabic 
script is a prerequisite for developing better OCR models. Dot 
are used for differantiating among consonants (i'jam). 16 
letters in Arabic have dots, the remaining 19 are dot-less 
( ). There are 10 letters with a single dot 
( ), 3 letters with 2 dots ( ), ve 6 letters with 3 
dots ( ). 14 of the 19 dotted letters have the dots above 
( ) while the remaining 5 letters have them 
below ( ).  

The body of the letters are very smimilar or exactly the 
same especially in the medial or final form when dots are 
ignored. So the 34 lettes (excluding ) are divided into 4 basic 
shape groups and 15 basic shapes when dots are dismissed: 
toothed (8 letters), looped (11 letters), straight (5 letters), and 
others (9 letters) as shown in the table. 

 There are number of characteristics of the Ottoman such 
as cursive writing style, joining of letters, frequent use dots 
contextual letterforms, letter similarity, overlapping letters, 
word segmentation, diacritics, multiple character encoding 
which make OCR more difficult than Latin OCR. 

IV. DATA SETS 
We present the data set for training and testing the deep 
learning LSTM models of  Osmanlica.com OCR tool. 

 

TABLE 1 OTTOMAN LETTERS & BASIC SHAPE GROUPS 

 
A. Training data set 
Training data set consists of the different subsets original data 
collected from actual documents and synthetic data created 
using semi automatic methods: 

Original data: This set includes pages collected from various 
documents and consists of roughly 1000 pages, 18,000 lines, 
35,000 words, and 252,000 characters (Table 2). Pages in this 
set are approximately 1400 x 2000 pixels and have 300 dpi 
resolution. A page contain 20 lines on the average with 12 
point font size and 48 points line height. Some original 
document samples are given in Fig. 2. 

Synthetic data: Preparing original data is tedious and time 
consuming. Therefore we prepared synthetic documents for 
training in 70 different Arabic fonts using 4 different books. 
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The data set contains 26,000 pages, 1,300,000 words, 
263,000 lines, 78,000,000 characters. Documents in this set 
contain 42 lines per page and are of 2500x4800 size with 300 
dpi resolution 12 pixels font size, 48 pixels line height as 
shown in Table 2. 

 
Fig. 2 Sample Ottoman documents in printed naskh 

TABLE 2 FREQUENCIES IN DATA SETS 

B. Test data set 

We gathered 21 original pages (samples shown in Fig 2) from 
different sources for the testing and comparison of OCR 
tools. These pages contain about 20 lines per page, 7 words 
and 55 characters per lines on the average. Test documents, 
the ground truth, the experimental OCR outputs and a test 
program in Python for calculating character recognition 
accuracy using difflib are shared at osmanlica.com/test. 

V. EXPERIMENTAL RESULTS

We conducted an experimental comparison of Osmanlica.com 
OCR using the above test set with Tesseract 4.0 [3] Arabic and 
Persian models pretrained with 400.000 lines and 4,500 
different fonts, ABBY FineReader v15 [4], Google Docs [5] 
ve Miletos [6]  as of the second half of 2020. We assumed that 
the test data weren’t used in the training data of the compared 
models. The experimental results seem to support this 
assumption. We employed 3 types of character and 2 types of 
word recognition accuracy metric for comparisons. 

A. Character recognition rates 

We computed character recognition accuracy on OCR outputs 
using 3 different texts: raw, normalized, and joined: 

Raw: This is the original OCR output without preprocessing 
or error correction etc. Raw recognition ratios are the lowest, 
since raw texts usually contain errors and need preprocessing 
such as text cleaning and normalization etc. 

Normalized: When examined closely we see some irregularies 
and errors in OCR outputs requiring preprocessing and error 
handling before calculating accuracy. Normalizations 
involves 3 steps: (i) the removal of extra (white) spaces (ii) the 
correction of wrong parenthesis direction (Ottoman is written 
RTL while parenthesis are neutral according to the BIDI 
algorithm. In certain cases the parenthesis direction in 
Ottoman text are wrongly determined in the RTL text) and the 
incorrect use of  (Arabic letter heh U+0647) instead of  

(Arabic letter ae U+06D5) or vice versa, and (iii) replacing all 
non-standard letters (mostly allographs) with the correct ones. 
Details can be found in the test.py program shared with the 
data set. The normalization performed here is obviously 
different than the standard text normalization in NLP. [7] 

Joined: Some letters in Ottoman script don't join with 
preceding letters (non-joiners). This results in intra word 
spaces (zero width space) which are often confused with inter 
word spaces in OCR, which may cause word segmentation 
problems. [8, 9] In order to see the effects of word 
segmentation on accuracy, we joined the words in the 
normalized input and output texts separately into single long 
strings by removing all whitespace. The resulting strings are 
then compared with difflib, which computes the differences 
between strings in terms of insertion, deletions and 
substitutions as shown in the example below, where , ,  
denote substitution, insert, deletion. * is used as a placeholder. 
The first and second lines below are the ground truth and the 
OCR output respectively.  

 

TABLE 3 CHARACTER RECOGNITION RATES (%) 

Overall we observe that raw character recognition rates are 
~5%-10% lower than the normalized rates, since they lack 
normalization. In general the joined accuracy is ~1% better 
than the normalized for Google Docs and Osmanlica.com. On 
the average Tesseract Persian & Arabic and Finereader 
produce similar accuracy, while Miletos has ~4% higher 
accuracy than those. Google Docs outperforms Miletos by 
~6% in normalized and joined accuracy and Osmanlica.com 
beats Google Docs by ~4%. In the end high OCR recognition 
accuracy rates of ~96%-97% is achieved on original test 
documents which is quite satisfactory. 

The 10 most common OCR errors occored in 
osmanlica.com OCR output are the deletion of   and  23 
times, the sustitution of ‘.’ for ‘ ’ 19 times,  for  17 times,  
for  17 times, the insertion of  17 times, the deletion of  ‘ ’ 
16 times, the sustitution of   for  14 times, the deletion of 
‘.’ 14 times, the insertion of  13 times. The 10 characters with 
the most OCR errors are  28 times,  22 times, ‘ ’ 16 times,  
17 times,  14 times,  12 times,  9 times,  8 times. 

 The 10 most common substitution errors are   for  14 
times,   for  17 times, ‘ ’for ‘.’ 19 times,  for  17 times, 
for  7 times,  for ‘)’ 3 times,   for  7 times,  for  5 times, 

 for  4 times. Most common deletions (omissions) are  23 
times,  (Arabic letter ae) 23 times, ‘ ’ 16 times, ‘.’ 14 times, 

 10 times,  10 times,  9 times,  9 times,  8 times,  10 
times. Most frequent insertion (fictitous letters) are   17 
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times,   13 times,  13 times, ‘.’ 10 times,   8 times,  8 times, 
 7 times,  (ae) 7 times,   5 times,  4 times. 

TABLE 4 ERROR AND LETTER FREQUENCIES 

 

B. Word recognition rates

We calculated the word recognition accuracy on raw and 
normalized ground truth and OCR outputs. Text normalization 
is performed as described before. The results are shown in 
Table 5 and Table 6.  

TABLE 5 WORD RECOGNITION ERRORS ON RAW TEXT

TABLE 6 WORD RECOGNITION ERRORS ON NORMALIZED TEXT 

 

All raw word recognition error rates given in Table 5 are 
higher than 50 percent and therefore has no significance. 
Nevertheless Google docs and Osmanlica.com performs 
significantly better than the others. In the tables, substitutions 
(~80%-90%) represent false characters, insertions (5%-10%) 
represent non-existent characters and deletions  (5%-10%) 
represent unrecognized characters in the text.  

As expected, the normalized word recognition errors 
shown in Table 6 are roughly 4%-6% lower than the raw 
errors, with the exception of Osmanlica.com that has a 22% 
substantial improvement over the raw error. The 58% word 
recognition accuracy of Osmanlica.com in a way corroborates 
the very high characters recognition accuracy of 97%. 

VI. CONCLUSIONS 
We presented an OCR tool for Ottoman document in printed 
naksh font. The tool was developed as part of an project 
named “End-to-End Conversion of Ottoman Documents to 
Modern Turkish” This tool uses deep learning LSTM models 
trained with a data set containing original and synthetic 
documents. We carried out an experimental comparison of the 
tool with 5 other well known tools or models using a test set 
of 21 pages from different Ottoman documents. With 88,64% 
raw, 95,92% normalized and  97,18% joined character 
recognition accuracy, Osmanlica.com achieves much higher 
OCR performance than the others. Osmanlica.com also 
produced 58% word recognition accuracy which is the only 
rate over 50%. We shared the test data set at 
osmanlica.com/test for the verification of the results. 
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