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A B S T R A C T

In web analytics, cloud-based solutions have limitations in data ownership and privacy, whereas
client-side user tracking tools face challenges such as data accuracy and a lack of server-
side metrics. This paper presents the Combined Analytics and Web Application Log (CAWAL)
framework as an alternative model and an on-premises framework, offering web analytics
with application logging integration. CAWAL enables precise data collection and cross-domain
tracking in web farms while complying with data ownership and privacy regulations. The
framework also improves software diagnostics and troubleshooting by incorporating application-
specific data into analytical processes. Integrated into an enterprise-grade web application,
CAWAL has demonstrated superior performance, achieving approximately 24% and 85% lower
response times compared to Open Web Analytics (OWA) and Matomo, respectively. The
empirical evaluation demonstrates that the framework eliminates certain limitations in existing
tools and provides a robust data infrastructure for enhanced web analytics.

. Introduction

Web analytics tools enable detailed user behavior analysis, tracking user paths, time spent on individual pages, and interactions
ith site elements, allowing organizations to optimize their content and design (Pilz et al., 2020). With personalization gaining

mportance, businesses can now segment audiences based on various parameters such as demographics, geographical location,
ehavior, and devices used (Vamsee et al., 2023). Furthermore, machine learning and artificial intelligence integration have enabled
redictive analytics, helping to anticipate future user behavior and strategize more effectively. Early web analytics implementations
redominantly relied on web server logs to capture incoming HTTP requests (Kousik et al., 2021). These logs included click
treams for web traffic analysis as well as potentially misleading elements such as automatic page reloads and source files.
owever, richer datasets also introduce greater complexity in analysis. Solving such complexities requires robust tools to process
nd visualize data, removing the challenges of detailed logs (Walny et al., 2020). Web log analyzers process clickstreams to offer key
etrics on user behavior and site performance, utilizing arithmetic and statistical methods to enable precise analytics for informed
ecision-making (Sakas et al., 2021).
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Contemporary web analytics tools present a range of capabilities and constraints in raw data access and extraction (Kumar
Ogunmola, 2020). Cloud-based platforms, including Google Analytics 360 and Adobe Analytics, offer various levels of data

ccess with features such as BigQuery Export. However, these often come with additional costs or limitations due to privacy
egulations (Alby, 2023). Similarly, other cloud-based tools either do not provide raw data access or offer it with limitations. In
ontrast, on-premises open-source tools such as OWA and Matomo offer a more flexible approach that provides comprehensive
ontrol over data. Organizations should carefully examine analytics platform data policies to meet their requirements for raw data
ccess and export (Kumar & Ogunmola, 2020).

Analytics tools that primarily rely on client-side JavaScript tracking offer a limited perspective, as they only capture browser-
evel user interactions. The evolution of Single Page Applications (SPAs), Progressive Web Apps (PWAs), mobile, Internet of
hings (IoT), and ad blocker applications has only intensified these limitations, necessitating innovative solutions for effective
eb analytics (Biørn-Hansen et al., 2017). However, incorporating dynamic IPs adds further complexities in accurately tracking

ndividual user behavior across sessions (Canay & Kocabicak, 2023). This challenge arises from the difficulty in consistently
dentifying a single user through their various interactions, particularly when their IP address frequently changes. Moreover, multi-
erver architectures, vital for scalability in high-traffic scenarios, intensify the challenges associated with web analytics. Uniform
ession management across servers in a web farm necessitates specialized configurations for cross-domain user tracking and data
onsistency.

Besides these technical considerations, the ethical and legal dimensions of tracking have recently gained significant importance.
thorough understanding of the legal and ethical framework of web analytics is crucial, particularly in devising mechanisms

or user consent, data transparency, and opt-out options (Utz et al., 2023). In this context, adhering to regulatory frameworks
ike GDPR, CCPA, and PIPEDA is essential for enhancing data governance and ensuring ethical compliance (Regueiro et al.,
021). These regulations mandate robust security measures for data integrity and protection against vulnerabilities. Analytical
esign choices and factors such as ad blockers lead to data inconsistencies. Additionally, the need for real-time analytics presents
ignificant computational challenges. Therefore, a web analytics system must effectively balance technological, ethical, and legal
onsiderations (Demirkan & Delen, 2013).

The advantages and disadvantages of web analytics tools are directly related to their characteristics. Generic web analytics tools
ike Google Analytics (freemium), Open Web Analytics (OWA), and Matomo (formerly Piwik) focus on user interactions on websites,
apturing metrics such as pageviews and events but bypassing server-side application logs (Alby, 2023). These application logs, rich
n details about software operations and errors, are not a primary feature of these platforms, even if some integrations may allow
imited log analysis. However, despite their user-friendliness and versatility, these tools may not meet all specific organizational
eeds in log management. Web analytics tools and methodologies face several limitations, such as the inability to fully capture user
nteractions and challenges with collecting data, especially in complex web applications and multi-server environments. In contrast,
custom-built logging framework, integrated directly into the corporate web application, is tailored to the organization’s unique

eeds, ensuring a holistic and efficient log management and analysis experience. In our prior work (Canay & Kocabicak, 2023),
e introduced an innovative data collection method that sidesteps the preprocessing stage in web usage mining (WUM). Building
n this, our paper presents a model and framework that address these industry gaps by integrating application logging with web
nalytics at an enterprise level.

.1. Research objectives

The primary objective of this research is to establish and validate the CAWAL model, which integrates web analytics with
pplication logging to provide comprehensive data management. Subsidiary objectives include:

• Presenting the CAWAL framework as an alternative to existing tools, emphasizing its enterprise-grade capabilities and
on-premises data ownership.

• Demonstrating CAWAL’s proficiency in accurately capturing a wide range of user interactions, including SPAs, PWAs, and IoT
platforms.

• Highlighting the framework’s robust session management and cross-(sub)domain user tracking in enterprise-grade web farms.
• Conducting a comparative evaluation of CAWAL against well-known open-source tools, Open Web Analytics (OWA) and

Matomo, regarding features and performance.

The multidimensional hypothesis of this research posits that the CAWAL framework can improve adaptation to multi-server
nvironments, application usage data collection, and troubleshooting with data accuracy, diversity, ownership, and governance on
n enterprise-wide scale compared to existing analytics tools.

.2. Primary contributions

The main contributions of the study are:

1. Introducing the CAWAL model, emphasizing its role in bridging the gap between web analytics and application logging.
2. Presenting the CAWAL framework as an enterprise-grade alternative, promoting centralized data management and privacy.
3. Highlighting CAWAL’s ability to capture diverse user interactions, offering an on-premises data ownership advantage.
4. Detailing the framework’s proficient session management, particularly in tracking users across various subdomains effectively.
5. Conducting an empirical assessment that underscores CAWAL’s superior performance against recognized open-source coun-
2

terparts in terms of features and response times.
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1.3. Structure of the article

Section 2 provides an overview of current web analytics solutions and highlights studies that illuminate their limitations.
ection 3 delves into the design and features of the proposed model and framework. Section 4 elaborates on the framework’s
pplication to an enterprise web information system and compares it with other on-premises tools. Section 5 presents an analysis
f some results derived from applying the framework to the genuine system. Section 6 engages in a comprehensive discussion of
he findings. Finally, Section 7 concludes the article by summarizing the significant insights and suggesting potential directions for
uture research.

. Related work

Web analytics is a complex, multidimensional domain integrating data interpretation, technological application, and user
ehavioral studies (Fundingsland et al., 2022). Although it originates from computer science, web analytics, with expanding
pplications, is extensively studied in fields such as business, marketing, social sciences, health, finance, and others (Ahadi et al.,
022; Amalina et al., 2020). It closely relates to data mining, machine learning, and artificial intelligence within computer science.

Recent studies in web analytics have covered diverse topics and methodologies. Alby (2023) conducted a survey to understand
oogle Analytics’ significant influence on the sector. Kumar et al. (2022) used web metrics with Google Analytics for assessing e-
ommerce website usability. Cheng and Chen (2022) combined in-depth interviews with website analytics to study user behavior on
overnment websites. The ‘‘Web Analyzer’’ tool, introduced by Hasan (2022), analyzes user behavior using GET/POST methods and
erformance monitoring. A mixed-method framework for exploring citizen science was developed by De-Groot et al. (2022). Jansen
t al. (2022) compared Google Analytics and Similarweb for website interaction evaluation. Jain and Kashyap (2021) proposed an
fficient algorithm for preprocessing weblog data. The use of open-source software in web analytics was explored through a case
tudy by Gamalielsson et al. (2021).

In other research, Onder and Berbekova (2021) analyzed European Destination Management Organizations’ adoption of
eb analytics tools. Kumar and Ogunmola (2020) systematically reviewed web analytics tools and techniques from a business
erspective. Yang et al. (2022) delved into social media data analytics’ potential in business decision-making and introduced the
usiness Decision Making System (BDMS) framework. Quintel and Wilson (2020) compared Matomo with Google Analytics in a

ibrary context. Tao et al. (2020) focused on identifying user behavior patterns through cross-domain log data fusion.
Previous research has often focused on specific aspects such as data accuracy or performance, yet it has not provided a

omprehensive solution encompassing all these critical dimensions. While there are a few examples of web analytics platform
evelopment like Webalyt (Cegan & Filip, 2017), a notable gap in the literature is the lack of detailed descriptions of the technical
nfrastructure and working methods of these tools. This gap is primarily due to the dominance of commercial companies in the web
nalytics field and the extensive time required to develop such large-scale projects. Methods and algorithms in computer science
re commonly applied to analyze large web datasets, understand user behavior, and make predictive analyses (Harika & Sudha,
019). Additionally, various techniques for measuring website or application performance contribute to a deeper understanding of
ser behavior and trends, aiding in making informed decisions and enhancing user experience and digital strategy (Fundingsland
t al., 2022).

.1. Web analytics methods and tools

Web analytics are categorized into two types: off-site, focusing on external factors, and on-site, which concentrate on user
ehaviors (Rafiq, 2022). Modern on-site methods have evolved from early log-file-based metrics to use server-side logging and
lient-side tagging (Cahyanto et al., 2022). Advanced log analyzers like Splunk and Graylog have gained popularity, while traditional
og-based methods have seen a decline. The advent of JavaScript tagging in the late 1990s allowed for more detailed metrics, such as
racking unique visitors and session paths, leading to the widespread adoption of cloud-based Software as a Service (SaaS) solutions
ike Google Analytics (Alby, 2023). Fig. 1 illustrates the commonly used methods for data collection and user tracking in on-site
eb analytics, including CAWAL’s position in this landscape.

Page load speed and usability are crucial in large-scale web applications, as longer load times significantly decrease user
ngagement and completion of tasks (Nurshuhada et al., 2019; Szalek & Borzemski, 2018). Research indicates that over 40 percent
f visitors abandon a website if the page load time exceeds three seconds (Pourghassemi et al., 2019; Stringam & Gerdes, 2019).
herefore, the integration of web analytics tools must be precise to avoid further impacting these factors. Design and software
evelopment teams focus on enhancing application performance in response to these insights. The selection of a web analytics tool
nvolves considering data collection methods, location, cost, tracking capacity, real-time data availability, and metrics monitoring.
actors such as data segmentation capabilities, dashboard customization, interoperability, and cost-effectiveness also play a role (Al-
taibi et al., 2018; Almatrafi & Alharbi, 2023; Boufenneche et al., 2022; Kumar & Ogunmola, 2020). The selection process should
lign with organizational needs and web application objectives while maintaining user experience and performance standards.

Free services like Google Analytics’ basic version offer cost savings and basic insights but may lack in-depth analytics for high-
raffic sites (Haaksma et al., 2018; Rafiq, 2022). Conversely, on-premises platforms such as Open Web Analytics (OWA) and Matomo
rovide data ownership-focused alternatives, using client-side JavaScript for user tracking similar to cloud-based services (Alby,
023). The selection of a web analytics tool should therefore consider not only organizational needs and goals but also factors like
ata ownership, competitive benchmarking, and advanced reporting capabilities. This alignment is vital for organizations requiring
3

etailed and extensive analytics for informed decision-making.



Information Processing and Management 61 (2024) 103617Ö. Canay and Ü. Kocabıçak
Fig. 1. Commonly used data collection and user tracking methods for web analytics.

2.2. Data issues in web analytics

Accuracy and completeness are critical for drawing meaningful conclusions and making data-driven decisions in web analyt-
ics. Jansen et al. (2022) evaluated these aspects by comparing two industry-standard approaches. Besides accuracy, real-time data
analysis marks a significant advancement from previous static log file-based methods (Boufenneche et al., 2022). Current tools offer
instant insights, enabling rapid responses to user behavior changes or market conditions. However, issues related to JavaScript
can affect data integrity, and multi-server, multi-domain systems pose unique harmonization and analysis challenges (Biørn-Hansen
et al., 2017).

Tracking users across (sub)domains in a web farm is complicated by decentralized server architectures and web protocol
restrictions (Krishnan et al., 2020). In a farm with m servers, each ith server processes a subset n𝑖 of requests, logging metrics for
analysis. Naive data aggregation by simply summing these subsets ∑𝑚

𝑖=1 𝑛𝑖 may miss complexities from sessions distributed across
servers. Effective data aggregation and normalization are crucial, aiming to combine logs from all m servers with a worst-case time
complexity of O(m × n). Load balancing complicates user tracking, as interactions may be processed by multiple servers, necessitating
a unified tool for data synchronization. Session reconciliation is also key, involving the identification of fragmented sessions from a
single user across servers (Mortazavi et al., 2020). This often uses session identifiers in client-side cookies, which, while essential for
tracking activities, are limited by domain-specific constraints. Setting the cookie’s domain attribute to the primary domain assists
in tracking within subdomains, but cross-domain tracking increases in complexity. The reduced effectiveness of third-party cookies
due to privacy measures has prompted the exploration of alternative tracking methods (Durántez, 2023).

Session and user identification are essential in web analytics for understanding user behaviors. Session identification can be
formally modeled as a function S(A, T, C), where A represents user actions, T the time intervals between these actions, and C
contextual data such as IP or browser (Maslennikova et al., 2022). The primary goal is to develop a function g such that g :A × T ×
C→S, grouping actions A into cohesive sessions S based on time T and context C. Challenges in this process include handling Session
Timeout (To)—a predefined interval after which a session is considered terminated if T exceeds this limit—and identifying the end
of a session due to User Inactivity (Ia) or significant Context Change (Cc). Similarly, user identification aims to recognize users
over multiple interactions, represented as I(U, M, D), where U is the set of users, M denotes methods of interaction (e.g., various
devices or browsers), and D encompasses available data points such as IP addresses or cookies (Salminen et al., 2020). The function f,
defined as f :M × D→U, attempts to identify a user U based on interaction methods M and data points D. This task is complicated by
factors such as Dynamic IP allocation (Id), cookies deletion (Cd), browser fingerprinting ambiguities (Bf ), and access from multiple
devices (Dm). These complexities highlight the need for sophisticated methods to accurately capture and analyze user behavior and
interactions in web analytics.

The session boundary issue notably affects the accuracy of web analytics, especially in measuring user interactions. Traditional
methods, using a fixed 30-minute idle time to define session ends (Jansen et al., 2022), often result in misclassified activities. For
instance, a user reading an article during this period might incorrectly be counted as inactive (Maslennikova et al., 2022). This
misclassification distorts key performance indicators and introduces inaccuracies into the data, affecting decision-making and user
experience strategies. To improve session identification, probabilistic models and machine learning consider variables like user
behavior and dwell time (Alhlou et al., 2016). The midnight boundary problem, where sessions crossing midnight are counted as
separate, further complicates metrics such as session duration and count. Adaptive session timeouts offered by some tools partially
address this, but complexities like varying time zones continue to pose challenges (Jansen et al., 2022). Thus, resolving session and
midnight boundary issues remains critical for accurate web analytics.

Web analytics is also considered the first stage of business intelligence development (Król & Zdonek, 2020). However, cloud-
based solutions may not suit every organization, mainly due to data privacy and sovereignty concerns (Samarasinghe et al., 2022).
With growing emphasis on privacy in information societies, control over user data, especially across borders, becomes a significant
4
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Table 1
A sample tuple from the ‘‘log_session’’ table.

Column Source Sample data

log_id Database 19423375
log_opn_id Application 21091539
log_datetime Web server 10.05.2020 22:42
log_uid Database 540
log_username Database canay
log_ip HTTP 193.140.253.81
log_proxy HTTP 185.169.181.13
log_os_name User-agent Windows
log_os_ver User-agent 11
log_brow_name User-agent Chrome
log_brow_ver User-agent 114
log_brow_type User-agent 1
log_lang HTTP tr
log_country GeoIP DB Turkiye
log_cookie_check HTTP 1
log_landing_url Web server https://www.gate.sakarya.edu.tr/
log_ref HTTP Google
log_ref_host HTTP www.google.com.tr
log_ref_search_key HTTP sau gate
log_ref_type HTTP 4

issue (Everest-Phillips, 2019). Adhering to data privacy laws and regulations, while critical for protection, demands substantial
expertise (Binns, 2017). The use of open-source tools like Matomo in academic libraries exemplifies the shift towards alternatives
that prioritize user privacy, as opposed to traditional tools like Google Analytics (Quintel & Wilson, 2020). In the context of open
government, open-source solutions like Matomo are suggested to ensure data privacy and avoid vendor dependency, paving the way
for sustainable web analytics practices (Gamalielsson et al., 2021).

3. Methodology

Web developers commonly log user actions within applications for various purposes. Expanding on this standard practice, we
ave developed the CAWAL (Combined Analytics and Web Application Log) model and framework, providing integrated web
nalytics and application logging. This approach, building on the data collection method introduced in our previous work (Canay &
ocabicak, 2023), takes a comprehensive view of enterprise web systems. The practical implementation of this model, the CAWAL

ramework, encompasses an API for data collection, a database model for structured data storage, and mechanisms for analytical
utput generation.

CAWAL represents more than just a marketed tool; it is a model applied in a real-world environment. Thus, it is more fitting
o describe it as a conceptual model and framework rather than a tool or platform. In the model’s context, which represents an
bstraction of specific processes or phenomena, CAWAL outlines a comprehensive structure encompassing data collection, storage,
nalysis, and reporting for web analytics and log management. The term ‘‘CAWAL’’ also refers to the framework we developed to
mpirically test our research hypothesis. This framework demonstrates the model’s superiority over existing web analytics tools
n critical areas such as data accuracy, ownership and governance, efficiency, and compatibility in multi-server environments. It
perationalizes the conceptual model by integrating a data collection API, a robust database structure, analytics generation methods,
nd other components suited for advanced web analytics operations in enterprise settings.

.1. Design of the model

CAWAL is designed as a comprehensive architecture for web analytics in a multi-server environment. It operates server-side and
tilizes a load balancer to distribute client requests across a web farm, as shown in Fig. 2. This diagram details the architecture’s
ayers and functionalities. Developed to run on Linux servers, CAWAL leverages Linux’s robust and secure environment for enhanced
erformance and scalability. In this architecture, client requests are distributed evenly among servers in the web farm by a load
alancer. These servers access shared resources like configuration files and session directories stored on a Network-Attached Storage
NAS) server. The web application, equipped with a logging API, records user interactions into log tables. Nightly, an analytics
xtractor, activated by a cron job, processes this data within a dedicated analytics database.

CAWAL’s framework incorporates an ETL (Extract-Transform-Load) process (Al-Rahman et al., 2023) for data analytics, storing
esults in data marts within a data warehouse. This setup allows CAWAL to combine an OLTP (Online Transaction Processing)
atabase (Li et al., 2022) for immediate user data processing with a data warehouse for long-term storage. This integration ensures
eal-time processing and preservation of data for future analysis, offering a dynamic platform suitable for modern web analytics
emands. CAWAL employs object-oriented PHP and integrates with a MySQL relational database, creating a robust analytics solution.
HP manages server-side operations such as session management, while MySQL, optimized for high-speed data retrieval, serves as
5

he main database for data storage and query execution (Alya & Ikhwan, 2022). MySQL’s ACID-compliant transactional features
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Fig. 2. Full model of multi-server supported web analytics framework architecture.

ensure reliable data persistence, and its SQL functions facilitate data processing, statistical analysis, and time series evaluation. The
architecture also supports distributed capture agents via CAWAL’s API, resulting in a balanced and comprehensive web analytics
solution.

3.2. Data model

CAWAL employs a lean data model characterized by minimal table design to facilitate efficient analytics, rather than minimizing
data storage. The framework, adhering to this model, incorporates an Application Programming Interface (API) for structured data
acquisition and storage, alongside a database schema optimized for data retention (Ofoeda et al., 2019). The framework’s underlying
data collection infrastructure, including the primary database tables ‘‘log_session’’ and ‘‘log_page’’, is extensively detailed in our
previous paper (Canay & Kocabicak, 2023). The UML diagram in Fig. 3 visually presents the logical data model, showcasing the
analytical database, which further elaborates on our earlier research.

Central to the CAWAL framework, the ‘‘log_session’’ table is designed to comprehensively capture each user session. It contains
detailed information about user interactions and the technical environment, including data fields such as session ID, user ID, IP
address, proxy address, operating system and version, browser details, language, and country (sourced from the GeoIP table). The
table also records the initial URL accessed, referring site, search engine keywords, and processing time. A sample tuple from the
‘‘log_session’’ table, depicted in Table 1, illustrates the depth of data collected by the CAWAL framework regarding user sessions. This
6
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Fig. 3. UML diagram of the logical data model.

comprehensive data collection is vital for identifying patterns in user behavior, demographic distributions, and technical preferences
like browser and operating system usage. The inclusion of initial URL and referring site data enhances the understanding of user
navigation patterns and source preferences, adding a layer of complexity to the web analytics capabilities of CAWAL.

Another fundamental database table in the CAWAL framework is ‘‘log_page’’, which serves as an extensive mechanism for tracking
page transactions and includes application-specific data. This data encompasses elements such as application header, application
7
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Fig. 4. Sequence diagram of client-side (a) and server-side (b) user tracking.

message, cookies, session details, POST and GET requests, and page load times. Specifically tailored to augment the framework’s
capabilities, the ‘‘log_page’’ table is instrumental in enhancing software quality. It facilitates error detection and ensures robust
application performance by providing intricate details on various application aspects. Web administrators can utilize these database
tables for system usage monitoring, drawing valuable insights from real-time analytics information. A key aspect of the ‘‘log_page’’
table is its focus on capturing page production times, an essential metric for web developers. This information is crucial for
optimizing web performance, as it helps in identifying slow database queries or code inefficiencies. Therefore, it plays a vital role
in enabling developers to fine-tune their applications, ultimately leading to improved user experiences.

The ‘‘log_analytics’’ table within the framework is another critical component, storing complex analytics data processed for each
day in a single tuple. This table includes around 50 fields, with the last six fields consisting of serialized multidimensional data. A
daily record in this table amounts to approximately 68 kilobytes, reflecting the extensive scope of analytics extraction performed by
the CAWAL framework. This level of detailed data storage underscores CAWAL’s commitment to delivering an efficient and accurate
analytics solution, catering to the nuanced needs of web analytics in enterprise environments.

3.3. Data collection

In the CAWAL framework, data collection centers around metrics and dimensional data, gathered from four primary sources:
HTTP requests, network-level, application-level, and external data (Canay & Kocabicak, 2023). HTTP request data, including details
from HTTP headers, is captured from request messages. Network-level data, while related to HTTP requests, is not part of the request
itself but essential for transmission, such as the client’s IP address. Application-level data, transmitted alongside HTTP requests,
encompasses session and referral information managed by server-side web programming languages. External data, typically stored
in the web application’s database, includes elements like country identification from IP addresses and user profiles. These data
sources are processed and transformed into meaningful metrics and other valuable data. The CAWAL framework’s data collection
involves user tracking and data fusion, combining data from these varied sources. It employs a server-side, application-based data
collection API to acquire, interpret, format, and store this data. As shown in Fig. 4, CAWAL’s interaction with the server for data
collection is significantly leaner compared to 3rd-party tools that send extra requests for user tracking.

The data collection process involves gathering both qualitative and quantitative information. Qualitative dimensions, such as the
client’s browser and operating system, IP address, preceding webpages, channel identification, geolocation, and user profiles, are
derived from various sources, including HTTP requests and network protocols. Quantitative metrics, like pageviews and application-
specific data, are also obtained from these sources. Integrating these qualitative and quantitative elements into CAWAL entails data
cleansing, refinement, and analysis, enabling a comprehensive understanding of user interactions and behaviors. This integrated
approach significantly enhances the precision of analytics within the CAWAL framework.
8
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3.4. Data processing and storage

The CAWAL framework systematically aggregates transaction logs during routine operations for effective data processing and
torage. Daily log processing generates valuable statistics, stored in a single database record. The framework serves multiple
urposes: calculating server load and user density hourly, evaluating user navigation details (like page visits and dwell times),
ptimizing slow-loading pages, and detecting unauthorized access attempts. It also logs important messages, captures data from
ookies and sessions, and processes HTTP methods such as POST and GET. These collected data establishes the groundwork not only
or generating comprehensive reports or performing analysis but also for enhancing system performance and security measures. The
ubsequent sections outline the steps involved in handling these transaction logs.

Data backlog. Especially in large-scale systems, the number of records generated in daily transactions can exceed millions. The
ustainability of a database table of this scale in an OLTP structure, its usability for analysis purposes, and the manageability of
ackup processes will not be efficient. To solve this problem, the CAWAL model employs a comprehensive ETL process. Daily log
ata is transferred to temporary transaction tables at the beginning of the analytics extraction process after midnight, and OLTP
ables are emptied and optimized. After the analytics extraction process on the temporary tables, the processed data is transferred
o the data warehouse for long-term storage and future use. Thus, the problem of data backlog and slowdown in OLTP tables is
liminated.

Analytics extraction process. Analytics extraction within the CAWAL framework is an automated process carried out nightly
after midnight. This process begins with database maintenance operations, followed by session and pageview information processing
from the preceding day. Analytical extraction steps are then executed to create daily web analytics data. This comprehensive
procedure performs highly complex and sophisticated queries involving various SQL commands categorized as DDL, DML, and
DQL (Brahmia et al., 2022). These queries, the most critical component of the analytics extraction phase, result in a significant
amount of single or multi-dimensional data. Multi-dimensional data in the form of arrays are serialized and stored in the database.
Optimizing database indexes and extensive queries is critical for data collection and analytics performance in systems that process
millions of records daily. To achieve this, considerable enhancements have been made to the database and the algorithm, resulting
in a highly efficient script. Critical process information is timestamped and stored in a text-based log file, enabling reliable and
database-independent monitoring of script operations over the web.

ETL process and data warehouse. CAWAL incorporates a robust ETL process to structure captured web usage data into a
specialized data warehouse. This process starts with analytics extraction, aggregating data into a central data store. Subsequently,
tailored transformations are executed to convert this raw data into an analytical schema conducive to reporting and mining. Post-
transformation, the operational data is routed to the respective monthly data mart within the data warehouse, utilizing specialized
procedures to manage transitions between months and years. This data warehouse strengthens CAWAL’s analytical capabilities by
providing an environment conducive to multi-dimensional analysis such as OLAP (Keskin & Yazıcı, 2022). It allows the association
of various metrics—ranging from sessions and users to pages, timestamps, and traffic sources—thereby enabling the generation of
detailed long-term reports, uncovering trends and patterns, performing segmentation analyses, and applying diverse data mining
algorithms.

3.5. Features and functionality

The CAWAL framework has been developed to meet the increasing need for robust, adaptive, and responsive web analytics
tools in large-scale and complex web environments. It offers a range of features and functionalities tailored to enhance efficiency,
reliability, and user experience in modern web systems. Specific features and functionalities contributing to the framework’s
effectiveness are detailed below.

Multi-server environment adaptation. CAWAL is specifically designed for compatibility with large-scale, multi-server envi-
ronments, commonly known as web farms. This architecture supports distributed computing across server networks, providing load
balancing, scalability, and reliability. In web farms, CAWAL’s distributed structure allows for rapid real-time processing of tracking
data. The framework efficiently manages computational tasks and load demand, potentially enhancing system performance. This
capability reflects CAWAL’s strategic alignment with current technological demands and optimization principles.

Cross-domain user tracking. Engineered for environments with multiple Apache servers, CAWAL effectively manages user
sessions across different domains and subdomains. It utilizes a common session directory on a NAS server to maintain data
consistency for users navigating various web services. The framework includes database fields like ‘‘server number’’ and ‘‘service’’
to identify the server processing each request and the corresponding application service. This approach improves session data
management and expands the analytical capabilities, enabling multi-dimensional analysis of user interactions across servers and
services.

Session timeout notification. A key feature of CAWAL is the session timeout notification method, enhancing user engagement
and maintaining session continuity. The framework monitors user inactivity and alerts users with a notification as their session nears
expiration. This method reduces data loss and improves user experience by minimizing unintended session terminations. Particularly
useful in applications handling sensitive data, such as Internet banking, it involves users in session management and ensures a secure
environment. Unlike other tools that default to a 30-minute session assumption, CAWAL provides a more precise definition of session
duration.

Midnight boundary problem solution. CAWAL effectively addresses the midnight boundary issue, crucial for maintaining
9
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different session, CAWAL focuses on the session start time. Its analytics extraction script, running in the early morning hours, treats
sessions that begin before midnight and continue into the next day as continuous, counting them in the previous day’s statistics. This
approach provides a more accurate assessment of user interactions, avoiding misclassifications that can distort metrics and impact
strategic decisions.

Dynamic IP compliance. In CAWAL’s session tracking methodology, sessions initiated by the web server for different devices
sing the same IP address are recognized as distinct. Operating based on server session variables, CAWAL avoids the confusion of
ixing sessions with identical IPs, a common issue with web server logs. Sessions are terminated either upon user logout or following
period of inactivity signaled by a warning window. This precision in session tracking, even amidst dynamic IP allocation, is a key

dvantage of CAWAL, ensuring accurate user tracking.
Data ownership and governance. Data ownership and governance are pivotal in today’s landscape of data security and privacy.

As an on-premises solution, CAWAL empowers organizations with complete control over their analytics data assets. The data remains
within the institutional infrastructure, adhering to internal policies for privacy and security. This setup makes compliance with local
data regulations more manageable. CAWAL’s data governance features, including access controls, audit logs, and encryption, enhance
both trust and transparency. Institutions can customize data retention strategies, enjoying full control over analytics processes.
CAWAL thus promotes organizational autonomy in web intelligence, aligning with ethical standards and values while maintaining
data ownership and enabling comprehensive analytics.

Management interface. The CAWAL framework’s management interface is a central hub equipped with advanced functionalities
for overseeing various aspects of the web analytics process. The user-friendly dashboard grants administrators easy access to essential
functions, including user management, security settings, data configuration, and reporting feature customization. Its modular design
enables streamlined navigation and efficient adjustments to system parameters. Responsive to organizational needs, this panel
simplifies the management and analysis of web analytics data, making it a versatile tool for administrators.

Real-time monitoring. Real-time monitoring is crucial for web and system administrators to promptly detect and address issues.
CAWAL’s framework offers real-time analysis capabilities, facilitating proactive responses to prevent potential escalations in system
and user experience issues. Administrators can monitor the system’s current status, including server, service, and module activity,
visitor numbers, user types, and IP address information. The admin panel also allows for immediate administrative actions like
banning or unbanning users, enhancing operational control within the system.

Reporting and visualization. CAWAL excels in presenting complex web analytics data through advanced reporting and
visualization tools. These components are designed to extract and display diverse metrics, such as user engagement, traffic sources,
and behavioral patterns. The reporting tool is customizable to meet specific business objectives, while the visualization feature
translates raw data into interactive formats like charts, graphs, or heatmaps. This combination not only facilitates intuitive
understanding and trend identification but also aids in making informed tactical and strategic decisions based on real-time insights.

4. Implementation and evaluation

CAWAL was successfully implemented in the Campus Automation Web Information System (CAWIS) at Sakarya University (Canay
et al., 2011), a critical step in validating the multi-dimensional hypothesis of the framework. Its deployment has significantly
enhanced the monitoring of the entire system, including server and web service densities, and has deepened the understanding
of user behavior and usage practices. This implementation has led to substantial improvements in the web application’s quality and
security, confirming CAWAL’s advantages over existing tools in performance and data governance.

4.1. Web application integration

Within the CAWIS, CAWAL is intricately embedded into the application code, enabling the recording of events like exceptions
and user flows that are typically invisible to external trackers. The framework’s APIs facilitate the insertion of custom, application-
specific data, such as form fields, into the tracking logs. Additionally, by monitoring application servers, CAWAL enriches session
data, offering a comprehensive view of user interactions. Its data collection API, integrated at the start of the application code, is
invoked with every page request, ensuring seamless alignment with the application’s systematic design. This integration abstracts the
complexities of logging, allowing developers to concentrate on core functionalities. The API operates within the layered framework
throughout the application’s lifecycle, discreetly gathering data. It updates the page log table with details like page loading times,
database query delays, and errors before the web application code concludes. This level of integration provides unique insights into
the application’s operations, contributing to continuous improvements and optimization.

4.2. Web farm integration

The implementation of CAWAL across CAWIS’s extensive network, encompassing ten web servers and multiple subdomains,
showcases its sophisticated approach to managing heavy web traffic and analytics. The framework efficiently operates alongside a
well-configured load-balancing mechanism, tracking transactions across different servers and maintaining robust performance during
high user activity periods. The integration with a NAS server, serving as a centralized repository for session and settings data from
the web servers, adds a layer of consistency to CAWAL’s implementation. This setup ensures uniform session data management across
the web farm, supporting scalability, uninterrupted service, and a flexible solution for the complex web environment of CAWIS.
10
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Table 2
Comparison of diverse methods and tools in web analytics based on features and capabilities.

Web server logs
(Apache)

Google analytics
(Cloud)

OWA/Matomo
(On-premises)

CAWAL
(On-premises)

Platform independence No Yes No No
Application independence Yes Yes Yes No
Intensive local resource utilization No No Yes Yes
Setup requirements and coding effort Low Low Medium High
User tracking (sided) Server-side Client-side Client-side Server-side
User tracking (based) Web server-based JavaScript-based JavaScript-based Application-based
Single HTTP request to web (log) server Yes Yes No Yes
Additional load to the client browser No Yes Yes No
Additional load to the web server No No Yes Yes
Cross-(sub)domain tracking Limited Limited Limited Yes
Session timeout notification No No No Yes
Session boundary detection Configurable Improved Improved Adaptive
Midnight boundary handling Baseline Partial Partial Full
SPA and PWA integration Natural support With Effort With Effort Natural support
Mobile and IoT compatibility Natural support With Effort Partially Natural support
Application-specific (custom) data No Limited Limited Unlimited
Local data warehouse infrastructure No No No Yes
Data accumulation method Local (Service) Cloud (SaaS) Local (API) Local (API)
Free access to raw data Yes No Yes Yes
Data sovereignty and ownership Yes No Yes Yes
Type of collected data Semi-structured Structured Structured Structured
Complexity of data transformation High Medium Low Medium
Suitability of data for WA Low High High High
Suitability of data for WUM Medium No Medium High

4.3. Time complexity of the framework

The CAWAL framework’s server-side application-based web analytics process begins with log collection. In this stage, each user
equest to the server, totaling n requests, generates a log entry, leading to a linear time complexity of O(n). The subsequent phase,

data transformation, involves performing k transformations on each log entry. Examples of such transformations include converting
IP addresses into geographic locations. This step results in a time complexity of O(kn). Database storage of the processed information
introduces additional complexity. This stage’s complexity depends on factors like the database’s structure and indexing, contributing
to the overall computational load. As data is further processed, particularly during normalization where it is grouped by sessions or
users, the time complexity initially appears to be quadratic, O(n2). However, the use of optimized algorithms can significantly reduce
this to O(nlogn) or maintain it at linear time. Finally, the aggregation and summary operations in the framework, which produce
data summaries, vary in complexity. Simple aggregation operations, such as counting pageviews or sessions, have a linear time
complexity of O(n). In contrast, more complex aggregation tasks, which may involve multi-dimensional data analysis, necessitate
greater computational resources and exhibit higher time complexity.

4.4. Feature comparison

Comparing the methods and tools used for web analytics can be approached both qualitatively and quantitatively. An empirical
evaluation can be conducted by examining selected methods and tools according to various criteria in terms of qualitative
characteristics. A feature comparison of web server logs, Google Analytics (freemium), open-source web analytics tools (OWA and
Matomo), and the CAWAL framework is given in Table 2.

Although a comparison with free solutions has been made here, it is worth noting that some of the restrictions in the freemium
version of Google Analytics are not available in the paid version, GA360. These methods should also be considered regarding
capabilities such as performing real-time analysis, operating under heavy load, obtaining non-standard and application-based data,
privacy, and data security. The proposed model is quite successful compared to traditional methods in terms of its advantages,
such as data accuracy, completeness, timeliness, privacy, scalability, and ability to adapt to future data needs and insight research.
CAWAL, which integrates with other tools and systems the organization uses, is designed in a structure that can handle increasing
amounts of data and user traffic over time.

4.5. Performance comparison

Due to their inherent differences, comparing client-side and server-side web analytics tools and measuring their effectiveness
against each other presents complex challenges and requires a combination of sophisticated approaches. In addition to the qualitative
approach, the differences in the page loading times on the client side to be examined within the framework of searching for common
ground between the methods can be a quantitative performance indicator. In this section, the performance of the proposed CAWAL
11
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Fig. 5. Comparison of equivalent on-premises web analytics tools based on client performance metrics.

framework is compared with the leading open-source analytics tools, OWA and Matomo. However, it is imperative to highlight
the inherent limitations restricting the direct comparison of these systems with SaaS web analytics tools like Google Analytics
and Adobe Analytics. To create the experimental environment, CAWAL, OWA, and Matomo frameworks have been made to run
locally with the sample corporate web application on a workstation with an Intel i7 processor and 16 GB of RAM. All performance
measurements, including server and client roles, were performed on a Windows 11 OS workstation. For web applications to work
correctly, all hostnames, including subdomains, are redirected to localhost via the ‘‘hosts’’ file of the Windows OS. The logging
framework selection during the request has been provided with a GET parameter added to the main page of the experimental
website. According to the incoming parameter value, the JavaScript snippet of the relevant framework has been included in the
HTML content and sent to the client.

4.5.1. Client-side performance analysis
In client-side web analytics tools, data such as JavaScript-generated session and user ID, referrer, and screen resolution are

transmitted via GET or POST type API requests. For this study, the entire experimental setup was on a single computer to measure the
load of selected web analytics tools on both client and server sides. Unlike other tools, CAWAL does not involve client-side processes,
whereas other tools make two third-party requests (one script and one API). The transmission of a JavaScript file over 50 kilobytes to
track the user introduces some latency on the client side. Despite typically running asynchronously and therefore having a relatively
low impact on users’ time-to-feel interaction (TTI), these scripts still load both the server and the client’s processor (Hossfeld et al.,
2018).

Page load times were measured using Chrome DevTools’ performance insights tool (Bielak et al., 2022), under fast 3G conditions
with no CPU throttling. Average times were calculated from N = 10 consecutive repetitions. Prior studies suggest that the median
of five consecutive runs offers a reliable measure while keeping testing time reasonable (Chan-Jong-Chu et al., 2020; Heričko
et al., 2021; Yu & Benson, 2021). Performance varied across devices, but comparing tools in the same environment and averaging
repeated measures provided meaningful insights. A range of performance metrics like FCP, LCP, and DCL assesses page load speed
and responsiveness, crucial for user experience (Armaini et al., 2022; Dewi & Nurdin, 2023; Saif et al., 2021). Fig. 5 shows the
performance measures for the considered analytics platforms.

The performance results indicate that the web analytics tools exhibit similar client-side performances with minor differences.
As expected, the quickest page load time on the client side was observed when the web application was run without any analysis
tool. CAWAL, with its streamlined structure, enabled faster page loading than other tools, outperforming both OWA and Matomo.
Matomo typically showed the highest values in the FCP (First Contentful Paint), LCP (Largest Contentful Paint), and DCL (DOM
Content Loaded) metrics, indicating a slower performance in these areas. In contrast, CAWAL’s performance met expectations for
more rapid page loading. The CLS (Cumulative Layout Shift) metric demonstrated minimal variation between the tools, suggesting
consistent layout stability. The data gathered under these controlled conditions offer valuable insights for choosing the most suitable
framework, tailored to specific performance requirements and optimization objectives.

4.5.2. Server-side performance analysis
This comprehensive server-side performance analysis aims to reveal the resource utilization and response times of selected

methods or tools. The measurements were performed using Apache JMeter (Junmei & Jihong, 2019) version 5.5, the leading open-
source software in this field. JMeter operates at the protocol level and emulates browser-like behavior, resembling the actions of one
or more browsers (Vasylyshyn et al., 2023). However, it is important to highlight that JMeter’s functionalities do not encompass the
full spectrum of browser capabilities. JMeter does not execute JavaScript code embedded within HTML pages, nor does it render
HTML pages in the manner characteristic of conventional browsers. Nevertheless, an adequately designed JMeter test may closely
mirror the interactions of genuine users employing browsers. To perform the server-side performance analysis, a custom test script
has been created in this study that is appropriately configured by considering client-side web analytics tools’ JavaScript and API
requests. First, the non-analytics version of the web application and then the tools to be compared were tested individually using
a different value given to the GET parameter. For each test, 150 threads (requests) were executed in 15 s, and these results were
then combined to produce the graphs shown in Fig. 6.
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Fig. 6. Load test response performance comparison of equivalent on-premises web analytics tools.

Fig. 6(a) presents the baseline response time of the web application without any logging, which stands at an average of 76 ms.
Upon the integration of CAWAL, this figure sees a slight increase to 95 ms. In comparison, OWA’s inclusion results in a response time
of 101 ms. The deviation becomes most pronounced with Matomo, where the average response time escalates to 204 ms. Compared
to the others, CAWAL offers a response time of about 24% faster than OWA and 85.16% faster than Matomo. Fig. 6(b) sheds light
on the cumulative percentiles. Although they are close to each other, CAWAL outperforms OWA, while Matomo has a significant
negative divergence. Progressing to Fig. 6(c), which focuses on the number of estimated transactions per second, the no-logging
scenario demonstrates the highest throughput, as expected again. However, this figure diminishes incrementally with the inclusion
of CAWAL, OWA, and Matomo, most prominently. The ability of a system to address a more considerable number of requests per
second inherently translates to heightened performance. Lastly, Fig. 6(d) shows that the response time concerning the number of
active threads is close to each other in CAWAL and OWA, while it is almost twice as high in Matomo. Their underlying structure
and complexity can explain the differentiation of results on the various platforms.

Besides load testing, examining hardware resource utilization is essential for a holistic understanding of system performance.
Fig. 7 shows the server’s resource utilization, such as CPU, memory, disk, and TCP, measured via JMeter’s PerfMon module
during load testing. CAWAL’s performance in terms of CPU consumption, as seen in Fig. 7(a), is remarkably similar to the no-
logging benchmark, emphasizing efficient compute flow. In contrast, Matomo exhibits increased utilization due to computational
complexities or less optimized algorithms. Memory usage insights in Fig. 7(b) suggest Matomo might retain more data, potentially
pointing to caching strategies needing improvement, while CAWAL and OWA exhibit close efficiencies despite architectural
differences. Disk performance in Fig. 7(c) indicates CAWAL’s balanced memory and disk operational dependency.

Network utilization in Fig. 7(d) highlights Matomo’s higher resource consumption, pointing to its complex design or less
streamlined communication protocols. These findings confirm expectations based on the distinct internal designs of CAWAL, OWA,
and Matomo. At this point, CAWAL exhibits a systematic separation of data logging and processing mechanisms, which sets it apart
from other evaluated tools. Tracking data is processed instantly, while analytic inference occurs post-midnight, during times of
lower server load, ensuring optimum resource utilization. This approach is further amplified by a distributed structure maintained
13
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Fig. 7. Load test resource usage comparison of equivalent on-premises web analytics tools.

over a web farm, enabling rapid calculations when real-time data processing is required. Such strategic management of resources
and efficient allocation of processing tasks exemplifies the holistic understanding of system performance and demands, reflecting a
well-orchestrated approach to analytics.

5. Results

This section presents the main results from a comprehensive evaluation of the CAWAL framework, as applied in CAWIS, a
corporate web application. The analysis is based on data collected over 24 h on a specific weekday in 2018, encompassing 22,104
sessions and 161,672 pageviews. The record size of a tuple in the tables where the data is stored is around 0.25 KB for the session
table and 1 KB for the pageview table. Multiple factors, such as user behavior patterns, geospatial trends, and the efficiency of
tracking users across varying domains within a multi-server architecture, were examined in the study. The insights gained through
robust data collection lay the groundwork for an in-depth analysis of CAWAL’s potential applications, implications, and future
research directions in web analytics and web usage mining. The dataset generated encompasses a wide array of metrics and
features, including but not limited to site engagement, demographic profiles, device types, network routing, server configurations,
and different modes of access. This expansive dataset allows for various analytical pursuits, ranging from time-based trends to
comparative assessments, and has potential utility in areas like anomaly detection and system load forecasting. The reliability of the
methodology was confirmed by the evaluation of the collected data, which yielded consistent results and suggested new directions
for future research. Additional analyses will be discussed in subsequent sections, elaborating on the accuracy and significance of
the data obtained. The breadth of the collected data substantiates the viability of even more elaborate analyses than those presently
reported.
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Fig. 8. Analysis of daily pageviews by the dimensions of hour and sex.

Table 3
Number of sessions and pageviews by in-house, in-country, and out-country.

Origin of
incoming IP

Number of
users

Number of
sessions

Number of
pageviews

Pageviews
per user

Sessions
per user

Pageviews
per session

In-country 8,706 11,197 76,069 8.74 1.29 6.79
In-house 5,773 8,701 69,443 12.03 1.51 7.98
Out-country 1,702 2,206 16,160 9.49 1.30 7.33
Overall total/avg. 16,181 22,104 161,672 9.99 1.37 7.31

5.1. Time distribution analysis

Understanding the usage of the system through specific metrics and proportional values is paramount for evaluating its efficiency
and accessibility. Demonstrating CAWAL’s ability to analyze data in multiple dimensions, Fig. 8 provides a visualization illustrating
the time distribution of daily pageviews by hour and sex.

Each line, marked by distinct points, represents the number of pageviews for three categories: N/A (0), Male (1), and Female
(2). This graphical representation effectively depicts the interaction patterns of users of different sex with the website throughout
the day. The N/A category, encompassing unit/department accounts and visitors who are not logged in, exhibits a distinct trend. It
shows variations in browsing behavior over a 24-hour period. Males, for instance, show a peak in midday hours, while the pattern
for females is more dispersed. A closer examination of the N/A category could lead to further segmentation, isolating the behavioral
characteristics of unit accounts from casual visitors. These observations contribute to a deeper understanding of user engagement
and offer directions for future research in web analytics, focusing on personalized user experiences.

5.2. Location-based analysis

An essential aspect of web analytics involves understanding users’ geographical distribution and engagement patterns. Table 3
highlights the division of user interactions based on the origin of incoming IP addresses, categorizing the data into three distinctive
groups: in-house, in-country, and out-country. This categorization facilitates understanding the system’s geographical reach and
internal utilization, guiding user engagement and localization strategies.

The data shows that in-house users have higher pageviews per session, and user reflects increased organizational engagement. The
predominance of in-country users highlights the site’s significance within the local context, suggesting opportunities for increased
localization and user engagement. Additionally, the differentiation between in-house and other categories provides valuable insights
into internal operations and how users interact with the system based on location. This information guides managers in making
informed decisions on resource allocation, user experience enhancement, and strategic planning tailored to geographic trends and
specific organizational needs.

5.3. Interaction analysis

Examining user interactions with the web system requires a detailed analysis of various elements influencing user navigation
and behavior. A comprehensive view of user interactions is presented in Fig. 9 across four aspects: referrer types, top referring sites,
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Fig. 9. Frequency of referrer type, referrer sites, landing sub-domains, and logout types by number of sessions.

landing sub-domains, and logout types by the number of sessions. The frequency distribution of the six distinct types of referrers is
shown in Fig. 9(a). As expected, the highest percentage belongs to the corporate main website, followed by direct access without a
router.

Fig. 9(b) shows that access to the site is predominantly through the Google search engine. The corporate website and other
various corporate sub-domains follow this. Fig. 9(c) presents landing sub-domains for arrival to the application. Considering that it
is a university web portal, the Student Information System (OBIS) has the highest rate, as expected. Fig. 9(d) shows that while most
prefer to log out regularly, many users leave the site by closing the window directly. This information is crucial for understanding
user behavior at exit points and optimizing the exit process.

5.4. Server-based analysis

Illustrating CAWAL’s capabilities in a web farm environment, Fig. 10 shows the number of pageviews, sessions, and unique
server users. In the analyzed period, the distribution of sessions to servers was between 13.3 and 15.3 percent, and the distribution
of pageviews to servers was between 13.3 and 15.2 percent. These rates indicate a balanced distribution of request load to servers.

During testing on this web farm system, the first two servers had been temporarily out of service while the 10th server was acting
as a test, deployment, and NAS server but not providing direct web services to users. When the pageviews per session (PpS) rates
are analyzed, the distribution between the servers is quite close to each other, ranging between 3.62 and 3.86. These results, which
show that the requests are correctly distributed to the servers and that the system provides a balanced service with all servers, are
incredibly precious in demonstrating the adaptability of CAWAL to the web farm architecture.

6. Discussion

This research contributes significantly to the ongoing discourse on how web analytics and usage mining can be harnessed to create
more meaningful and responsive online environments. Implementing the CAWAL framework to a genuine corporate web application
has provided a holistic view of user behavior, location-specific trends, and other metrics across different domains within a multi-
server setting. The empirical results support the multidimensional hypothesis by confirming that CAWAL excels in several critical
areas, especially data accuracy, data governance, performance efficiency, and multi-server compatibility. The number of analyses,
of which we can only present some of them here, can be increased in line with the information desired to be obtained. A thorough
comprehension of these tables and graphs is critical for site organization, content development, and interface design. These detailed
analyses, conducted on a rich and diverse dataset, have also illuminated trends and patterns that carry substantial implications for
future strategies and research. For instance, the sex analysis revealed intricate interaction structures, with male users dominating
in numbers but female users exhibiting longer average page durations. This trend may guide content and design strategies tailored
to different user experiences. Further, location-based analysis has unveiled vital insights into how geographical location influences
user engagement. Higher pageviews per session among in-house users, for instance, reflect increased organizational engagement,
providing a pathway for further localized content development.
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Fig. 10. Distribution of pageviews, sessions, and unique users by servers.

The insights gained from understanding user navigation and behavior patterns, such as the preferred site access and exit methods,
offer valuable information for optimizing user experience. Besides this, the web farm environment analysis demonstrated the system’s
robustness and efficiency by showing how CAWAL’s adaptability can be realized on different servers and how session continuity
is managed at the domain and subdomain levels. Moreover, the distribution of sessions and pageviews across servers with varying
pageviews per session proves the robustness of the load-balancing system implemented. This aspect of the study is significant for
organizations seeking to enhance their server deployment strategies. Visualization of daily pageviews and hourly variations and
understanding the unique trajectories of various user categories opens new opportunities for content delivery and engagement
strategies. In synthesizing the critical insights from this extensive review, the study underlines the adaptability, precision, and
comprehensiveness of the CAWAL framework in web analytics. Robust data collection and analysis will have enabled a deeper
understanding of user engagement, fostering improved strategies and user-centric content within web analytics. By integrating
these insights, institutions and organizations can craft personalized, efficient, and strategically aligned web experiences that respond
dynamically to user needs and preferences.

7. Conclusions

In traditional web analytics, client-side data collection often misses critical insights, including application processes, bot
interactions, and mobile app activities. This practice, coupled with storing corporate data externally on cloud platforms, raises data
privacy, security, and sovereignty concerns. Existing tools frequently show gaps in comprehensive multi-domain and distributed
server tracking. The CAWAL model introduces an innovative on-premises solution for in-depth enterprise web analytics. Unlike
traditional methods, the model employs a server-side strategy, enhancing its integration with enterprise infrastructures. This
approach broadens the capture range, offering more accurate data without taxing the client. A distinctive feature of CAWAL is
its combined focus on application monitoring and web analytics, fostering early detection of issues. By emphasizing improved
application security and software quality and incorporating advanced analytical techniques, CAWAL emerges as a formidable
solution in web analytics. The framework’s adaptability and emphasis on data ownership make it vital for organizations prioritizing
data sovereignty. Its design caters to various data storage systems, serving organizations of different scales and sectors. CAWAL
offers a tailored on-premises web analytics solution that emphasizes flexibility, precision, and data sovereignty.

The current study relies on testing from a single corporate web application, limiting the generalizability of results. For
a broader evaluation of its applicability and impact, deploying the framework across multiple domains is essential. CAWAL
encounters challenges that other on-premises solutions face, such as computational efficiency and real-time responsiveness, which
fluctuate depending on infrastructure and software configurations. Further challenges include the lack of device-specific data,
like display resolutions, commonly available in client-side tracking solutions. However, these challenges can be overcome with
additional solutions if needed. Moreover, CAWAL’s on-premises design demands significant in-house technical expertise for seamless
implementation and adaptation, potentially posing challenges for entities with constrained technical resources. A thorough cost
analysis of initial and recurring expenses is imperative when adopting on-premises versus cloud-based options.
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Future work should focus on expanding CAWAL’s deployment to new domains and use cases for enhanced evaluation of its
pplicability and impact. Optimizing infrastructure reliance is recommended for improved real-time responsiveness. Examining the
ata warehouse architecture configuration to store accumulated data could reveal strategic insights via multidimensional analysis.
urthermore, exploring the rich application and usage data the framework collects through data mining can provide valuable
nsights. Investigating mobile, IoT, and smart device integration expands user tracking capabilities across platforms. Moreover,
ssessing the potential of the framework to facilitate more dynamic security responses via adaptive learning also holds potential.
ddressing these future directions promises substantial progress in web analytics, web usage mining, and cybersecurity.
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