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Aim: This study was conducted to determine the segmentation, classification, object de
tection, and accuracy of skin burn images using artificial intelligence and a mobile appli
cation. With this study, individuals were able to determine the degree of burns and see 
how to intervene through the mobile application.

Methods: This research was conducted between 26.10.2021–01.09.2023. In this study, the 

dataset was handled in two stages. In the first stage, the open-access dataset was taken 
from https://universe.roboflow.com/, and the burn images dataset was created. In the 
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Mobile application 

Object detection

second stage, in order to determine the accuracy of the developed system and artificial 
intelligence model, the patients admitted to the hospital were identified with our own 
design Burn Wound Detection Android application.

Results: In our study, YOLO V7 architecture was used for segmentation, classification, and 

object detection. There are 21018 data in this study, and 80% of them are used as training 
data, and 20% of them are used as test data. The YOLO V7 model achieved a success rate of 

75.12% on the test data. The Burn Wound Detection Android mobile application that we 
developed in the study was used to accurately detect images of individuals.

Conclusion: In this study, skin burn images were segmented, classified, object detected, and 

a mobile application was developed using artificial intelligence. First aid is crucial in burn 
cases, and it is an important development for public health that people living in the per
iphery can quickly determine the degree of burn through the mobile application and 
provide first aid according to the instructions of the mobile application.

© 2024 Elsevier Ltd and ISBI. All rights reserved. 

1. Introduction

Burn injuries can lead to high morbidity and mortality and 
are an important public health problem [1,2]. Globally, burns 
are the fourth most common type of injury after road traffic 
accidents, falls, and physical violence [3]. It is known that an 
estimated 11 million people worldwide are affected by burns 
each year, with 180,000,000 deaths due to burns, most of 
which occur in low- and middle-income countries [4]. Burns 
are preventable but potentially life-altering injuries that can 
have a significant impact on a person’s health and quality of 
life and can lead to death [5,6].

Because first aid to injured patients plays a critical role in 
burn care, first aid can help reduce burn complications [7,8]. 
The classification of wounds is very important in terms of 
management, diagnosis, selection of the right treatment, the 
time required for wound healing, and prediction of risks and 
infections that may occur during the wound healing process 
[9,10]. A burn injury is usually classified by the healthcare 
professional into one of three categories: superficial (first- 
degree burns), superficial-partial or deep-partial (second-de
gree burns), and full-thickness (third-degree burns), with 
each category having different healing times and character
istics [11].

The most commonly used method to assess burn depth is 
clinical diagnosis by visual observation and physical ex
amination [12]. Laser Doppler imaging [13], harmonic ultra
sound imaging [14], optical coherence tomography [15], and 
high-resolution infrared thermography [16] have been de
veloped and incorporated into the limited clinical diagnosis 
of burns to assess precise burn depth. The use of artificial 
intelligence as a diagnostic test has evolved [17].

The Deep Learning (DL) approach is a subcategory of 
Machine Learning (ML), where threshold logic was in
troduced in 1943 [18] to build a computer model very similar 
to the biological pathways of humans. This research area is 
still evolving; its evolution can be divided into two time 
periods, 1943–2006 and 2012 to date. In the first phase, several 
developments were observed, such as backpropagation 
[19,20], chain rule [21], handwritten text recognition (LeNET 
architecture) [22] and solving the training problem [23]. In the 

second phase, driverless cars [24,25], healthcare [26,27], text 
recognition [22], earthquake predictions [28], finance [29] and 
image recognition [30,31].

Classification of the medical image is the main task in 
deep learning to investigate clinically relevant issues for 
early treatment of the patient. Classification can be classical 
or multiple images as input with a single diagnostic variable 
(disease yes or no) as the outcome. In these cases, each di
agnostic test is a model and the dataset sizes are character
istically small compared to the sizes in computer vision [32].

Advances in image analysis mean that AI algorithms can 
accurately segment images and identify areas of interest, 
such as burned tissue, to allow for estimates of burn size/ 
segmentation or focus on these areas to estimate burn 
depth [33]. The basis of automatic burn diagnosis is the 
segmentation of the burn image area. Accurate segmenta
tion of the burn area and estimation of the burn depth 
provide important aids for subsequent clinical treatment 
[34]. Artificial intelligence (AI) has great potential to ad
vance burn care and can help improve patient experience, 
promote public health, reduce costs, and enhance provider 
experience [35]. A systematic review and meta-analysis by 
Taib et al. is promising for the potential application of AI in 
the management of burn patients, especially given its po
sitive outcomes across a range of dimensions, including 
burn depth, extent, mortality, associated sepsis, and acute 
kidney injuries [17].

A simple way to obtain burn images is through common 
cameras and smartphones [34]. With the advancing tech
nology, the world of mobile technology is also developing 
rapidly [36]. In the medical field, emerging programs and 
applications are gaining importance to aid medical care 
[36–39]. In burn care, automatic burn size calculations have 
been proposed through the use of various mobile applica
tions [37,38]. Indeed, the visual nature of burn injuries makes 
them an excellent candidate for the use of such image-based 
technologies [40].

The aim of this study is to identify an autonomous clas
sifier that can detect burn severity from real-time photo
graphs of skin burns, segment the burn image area, and 
categorize them as first-, second-, or third-degree burns using 
an artificial intelligence-based mobile application.
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2. Methods

This research was conducted between 26.10.2021–01.09.2023. 
In this study, the dataset was handled in two stages. In the 
first stage, the open-access dataset was taken from https:// 
universe.roboflow.com/, and the skin burn images dataset 
was created. In the second stage, the accuracy of the devel
oped system and artificial intelligence model was determined 
with our own design Burn Wound Detection Android appli
cation from patients who came to a Public Hospital with burn 
wounds.

2.1. Inclusion criteria

In the second stage of the study (mobile application part), all 
individuals who agreed to participate in the study, who were 
over 18 years of age, and who volunteered were included.

2.2. Data evaluation

The neural network selected in this study belongs to the su
pervised learning type. That is, the model for deep learning is 
subject to supervision. The result is based on a certain pre
diction. Python programming language was preferred while 
creating the model architecture. The functional and easy-to- 
understand nature of this language, as well as its ability to 
analyze data, are among the reasons for its choice. Python 
libraries such as Keras, NumPy, Pandas, and OpenCV were 
selected for the architecture. These libraries are frequently 
used in deep learning algorithms.

2.3. Preparation of the dataset

In creating the dataset, the dataset named skin-burn-degree- 
classification was used from the website https://universe. 
roboflow.com/, which shares open-access datasets [41]. The 
dataset consists of three classes. The degrees of burn are 
considered as 1,2,3. The dataset is divided into train and test. 
There are 7006 data in the original dataset. Data augmenta
tion was performed to prevent overfitting (memorization) 
and to improve model performance by generating variations 
in the dataset created with image processing techniques in 
the original dataset. Data augmentation can be applied to any 
data format, and the number of images in the dataset can be 
increased by translating, cropping, scaling, rotating, flipping, 
and changing the brightness and contrast of the original 
image. In our study, a total of 21018 data were obtained after 
data augmentation, and 80% of them were used as training 
data and 20% as test data. In the data preprocessing part, 
cropping was applied to the image to prevent the model from 
focusing on irrelevant dark areas (Fig. 1).

Class-label distribution is given in Table 1.

2.4. Algorithms and software architecture

Deep learning algorithms can be analyzed under three 
headings. These can be considered as classification, object 
detection, and segmentation models. Object detection 
models were utilized throughout this study. The purpose of 

object detection is to predict the class information of the 
object to be detected and its location by drawing a frame 
around it when an image is presented to the model [42]. In 
this study, the YOLOv7 architecture was preferred. YOLOv7 is 
an effective option for object detection tasks due to its high 
popularity, reliability, and time management. This choice 
was made because it provides better results than other ar
chitectures through speed performance, especially in real- 
time applications [43].

The main reasons for choosing YOLOv7 are:
Speed Performance: YOLOv7 stands out for its ability to 

perform object detection tasks quickly. This is critical for 
real-time applications.

Reliability: YOLOv7 has the ability to successfully re
cognize various objects and classes, making it suitable for use 
in a variety of application scenarios.

Development community: YOLOv7 is supported by a large 
development community and is constantly receiving im
provements and updates.

For these reasons, the study tackled object detection tasks 
using the YOLOv7 architecture and aimed to achieve suc
cessful results. This choice also reflects the goal of keeping 
up with the latest developments and performance in object 
detection (Fig. 2).

2.5. Mobile application interface

Flutter is a free and open source application interface toolkit 
developed by Google and released in 2017. Flutter consists of 
two important parts.

2.5.1. Software development kit
A collection of tools to help develop applications. Also known 
as SDK. The code written can be adapted for both IOS and 
Android.

2.5.2. Framework
Enables the user interface components needed in the soft
ware development phase to be run. Thanks to these compo
nents, mobile application projects can be converted into 
personal versions. Flutter can be used in different IDEs. One 
of them is Android Studio. After defining Android Studio to 
Flutter, the necessary interface was created with the DART 
programming language. On the opening screen, there is a 
short text explaining the purpose of the mobile application, 
the application logo, and the "START" button to run the ap
plication. After clicking this button, the user is redirected to 
the next page and is expected to upload the skin burn image 
to the application. The upload process is performed either by 
selecting a photo from the gallery or by taking a new photo 
with the phone camera. After the relevant photo is approved, 
it is sent to the server. At the last stage, the burn degree es
timation result is shown to the user. According to the degree 
of the burn, the first aid to be provided is explained (Fig. 3).

2.6. Ethical principles of the study

Approval for the study was obtained from the Scientific 
Research and Publication Ethics Committee of a university 
(Date and Number: 26.10.2021–293). Written permission was 
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acquired from the institution where the research would be 
conducted (16/12/2022-E-35465298–605.01). The individuals 
who would participate in the study were informed face-to- 
face by the researcher about the aim of the study, the 
method, the time they would spend on the study, that par
ticipation in the research would not cause any harm, that it 
was based on the principle of complete voluntariness, and 
their written consent was obtained. Because the rights of the 

Fig. 1 – Sample images of the dataset.   

Table 1 – Class - label distribution. 

Classes Label Count

1.degree 3869
2.degree 4507
3.degree 4408

Fig. 2 – The network structure of the YOLO algorithm. 
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individuals should be protected in the research, the Helsinki 
Declaration of Human Rights was adhered to throughout the 
study.

3. Results

3.1. Performance metrics

In our study, confusion matrix, recall, precision and f-1 score 
were used as evaluation criteria.

The confusion matrix is used to evaluate the performance 
of a classification model after comparing it to the predictions 
of a classification model on a set of test data where the true 
values are known.

TP (True Positive): When the actual value is 1 and the 
predicted value is 1.

TN (True Negative): When the actual value is 0, but the 
predicted value is also 0.

FP (False Positive): When the actual value is 0, but the 
predicted value is 1.

FN (False Negative): When the actual value is 1, but the 
predicted value is 0.

Accuracy: In general, it is a measure of how often the 
classifier predicts correctly. Eq. 1 shows how accuracy is 
calculated.

= ( + )
( + + + )

TP TN
TP TN FP FN

Accuracy
(1) 

Recall is known as the hit rate and is expected to be high. 
It is a measure of how many TP or TN values the classifier 
predicts correctly. Eq. 2 shows how the recall is calculated.

=
+
TP

TP FN
Recall (2) 

Precision is a measure of how much is correctly and in
correctly predicted from all classes. Like recall, precision is 
expected to be high. Eq. 3 shows how precision is calculated.

=
+
TP

TP FP
Precision (3) 

The f-1 score is a measure of the classifier’s performance. 
It is the harmonic mean of recall and precision. Eq. 4 shows 
how the f-1 score is calculated.

=
+

Precision Recall
Precision Recall

F1 2
(4) 

For each bounding box, IoU is used to measure the overlap 
between the predicted bounding box and the actual bounding 
box. Fig. 4 shows the structure. In the output given as a result 
of YOLOv7 training, Map values are the average accuracy 
(Average Precision) values calculated for different IoU (In
tersection over Union) values. IoU is the ratio of the inter
section of a prediction box with the real object to the area of 
the real object [44].

The following hyperparameters were used in model 
training: 0.0001 learning rate (lr0), 0.937 momentum, 
0.0005 wt decay, and 35 batch sizes. Using the Stochastic 
Gradient Descent (SGD) optimizer for 300 epochs, the best 
model weights were recorded with 100 patience. Our training 
results on the YOLOv7 model showed positive results in 
terms of overall mAP and individual class performance. The 
model achieved an overall mAP@ 0.5 of 0.7512 and mAP@  
0.5:0.95 of 0.3925 on the validation set. For mAP@ 0.5 shows 
that the model has the ability to accurately detect and clas
sify burn wounds with a high level of confidence. The accu
racy value we specified for mAP@ 0.5:0.95 (0.3925) was found. 
This value is calculated according to mAP@ 0.5:0.95 values 
and this shows that it is difficult to detect small or similar 
wounds with a high threshold. It shows that the model is not 
able to detect certain object detection tasks at the desired 
level for the specified IoU range (Table 2). In the output given 
as a result of YOLOv7 trainings, mAP@ 0.5 and mAP@ 0.5:0.95 
results are the average precision values calculated for dif
ferent IoU (Intersection over Union) values. IoU is the ratio of 
the intersection of a prediction box with the real object to the 
area of the real object. mAP@ 0.5: This term refers to the 
average accuracy calculated over a single threshold value, 
usually 50% Intersection over Union (IoU). That is, it is the 
average accuracy calculated for forecasts with IoU values 
greater than 0.5 [45].

This indicates that the prediction boxes intersect the real 
objects to a large extent. That is, if the mAP@ 0.5 value for a 
YOLOv7 model is high, the model is able to accurately detect 
a wide range of objects, including small objects [44].

The YOLOv7 training output also includes the value 
mAP@ 0.5:0.95. This value is the average accuracy calculated 
for all IoU values between 0.5 and 0.95. This value can be used 

Fig. 3 – Mobile Application Login Section.   

Fig. 4 – IoU (Overlap between predicted bounding box and 
actual bounding box).
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to evaluate the overall performance of a model for different 
IoU values [44]. mAP@ 0.5:0.95: This term refers to the 
average accuracy between different IoU threshold values. 
More specifically, mAP@ 0.5:0.95 measures the following:

The model’s performance in detecting small objects: IoU 
values less than 0.5 make small objects more difficult to 
detect.

The model’s performance in detecting medium-sized ob
jects: IoU values between 0.5 and 0.75 generally provide suf
ficient sensitivity for the detection of medium-sized objects.

Performance of the model in detecting large objects: IoU 
values greater than 0.75 generally provide sufficient sensi
tivity for the detection of large objects [45].

For example, if the average accuracy values for all IoU 
values between 0.5 and 0.95 are 0.8, 0.9 and 0.7, the mAP@  
0.5:0.95 value would be (0.8 + 0.9 + 0.7) / 3 = 0.83. In general, 
high mAP@ 0.5 and mAP@ 0.5:0.95 values for a YOLOv7 model 
indicate that the model performs well [44].

Fig. 5 shows the box loss, object loss, and class loss values 
at each epoch of the training process. Box loss is the differ
ence between the predicted and actual bounding box co
ordinates, while object loss represents the confidence score 
for each detected object in an image. Class loss represents 
the probability that each detected object belongs to a parti
cular class. These results show that the YOLOv7 model is a 

successful tool for the accurate detection and classification of 
burn wounds and can positively contribute to medical diag
nosis and intervention processes (Fig. 5). In artificial in
telligence training, iteration is a process where data is used 
repeatedly to improve the performance of a model. In each 
iteration, the model is trained on the data and its perfor
mance is measured. If the performance is not satisfactory, 
the model is updated and trained on new data. This process 
continues until the performance of the model reaches an 
acceptable level. In the graph in Fig. 5, the x-axis represents 
the iteration.

The loss value measures how much the model’s predic
tions are wrong or how much error it makes. This value 
shows how much the model’s predictions deviate from the 
actual values.

The loss curve in the graph shows how the model’s loss 
changes during the training process. Ideally, this curve 
should decrease during training. As the loss decreases during 
training, the model starts to perform better (BOX, objectness, 
classification, val Box, val objectness, val classifica
tion) (Fig. 5).

The Accuracy value is the percentage of correct predic
tions of the model. This shows how successful the model is 
on the given data.

The accuracy curve in the graph shows how the accuracy 
of the model changes during training. As the accuracy in
creases during training, the model starts to perform better 
((Precision, recall, mAP@0.5, mAP@0.5:0.95) (Fig. 5).

The curve in Fig. 6 illustrates how precision changes for 
different confidence levels. In general, the graph shows that 
the higher the confidence level, the higher the precision. This 

Table 2 – Classification report of trained models. 

Model P R mAP@ 50 mAP@ 95

Yolov7 0.8081 0.6797 0.7512 0.3925

Fig. 5 – Detection of burn wounds according to the YOLOv7 model. 
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implies that the model produces more reliable results with 
forecasts with high confidence levels. A threshold, called the 
confidence-cut-off point (threshold), is chosen. This 
threshold determines the confidence level at which the 
model is acceptable, and forecasts that exceed this con
fidence level are considered positive (Fig. 6). According to 
Fig. 6, 0: represents 1st Degree, 1: 2nd Degree, 2: 3rd Degree. 
In YOLOv7 object detection models, the threshold selection is 
made to maximise the mAP@ 0.5:0.95 value of the model. 
mAP@ 0.5:0.95 value is the average accuracy calculated for all 
IoU values between 0.5 and 0.95. Threshold is a criterion used 
to determine whether a prediction box represents a real ob
ject [44]. The higher the threshold value, the more intersec
tions a prediction box must have to represent a real object. 
The threshold value should be chosen depending on the test 
data and the requirements of the application. In this study, 
the threshold value is set to 0.30, as the detection of small 
objects is particularly important in the application.

Significant success has been achieved in the detection and 
classification of 2nd-degree and 3rd-degree burn wounds. Our 
proposed model shows high levels of accuracy in identifying 
and localizing burn wounds in images, achieving mAP@ 0.5 
(average precision) values of 0.808 and 0.801, respectively. 
This shows that the model is able to accurately detect a sig
nificant number of burn wounds with high accuracy. Overall, 
the results of our YOLOv7 model show that it is successful in 
accurately detecting and classifying burn wounds in the 
images used for training and validation. These results high
light the potential of the YOLOv7 model to detect and classify 
burn wounds in medical images. The performance evaluation 
of the burn wound detection model at different levels is 
shown in Table 3.

Additional evaluation metrics were created to further as
sess the performance of our YOLOv7 model. These metrics 
helped us to delve deeper into the model’s ability to accu
rately detect and classify burn wounds in images. The pre
cision confidence curve, recall confidence curve, precision- 

recall (PR) curves, F1 score curves, and confusion matrices are 
shown in Figs. 7–10, respectively. These additional evaluation 
metrics include PR curves and F1 score curves, which show 
the balance between precision and recall for different deci
sion thresholds, and confusion matrices, which show the 
number of true positives, true negatives, false positives, and 
false negatives for each class, providing a more comprehen
sive analysis (Figs. 7–10).

3.2. Prediction with mobile application

In the second stage of the study, the accuracy of the model 
created with the mobile application was determined. The 
application was implemented and rigorously tested on an 
Android mobile device. In this work, we take an important 
step forward in the detection and classification of skin burn 
wounds. The mobile application we have developed has 
been tested with real-world hospital experiences and has 
proven its effectiveness in accurately detecting burn 
wounds. Our application offers a new perspective to the 
health sector and contributes to the effective management 
of burn wounds.

The Android application consists of two main parts, each 
offering separate functionality.

As part of our study, we first conducted a study on 50 
subjects to test the app, all of whom had skin burns. The burn 
images were photographed and recorded, then verified by the 
mobile app, and the accuracy of the mobile app was 

Fig. 6 – Precision confidence curve (0: 1.Degree, 1: 2.Degree, 2: 3.Degree). 

Table 3 – Performance evaluation of burn wound 
detection model at different degrees. 

Classes P R mAP@ 50 mAP@ 95

All 0.887 0.679 0.751 0.391
1. degree 0.774 0.547 0.639 0.314
2. degree 0.816 0.743 0.808 0.417
3. degree 0.832 0.748 0.801 0.443
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confirmed by healthcare professionals working in the emer
gency department. The burns were caused by hot water and 
were categorised into different degrees. Of the burns, 14 were 
1st degree burns, 31 were 2nd degree burns and 5 were 3rd 
degree burns. The age range of the burned individuals was 
between 3–42 years. 40 of the data from 50 patients were 
correctly estimated. The success rate of our mobile applica
tion for 50 data was 80%. Efforts are underway to run the 
mobile application with IOS and to reach the peripheral re
gions.

3.2.1. Part one: introduction and photo upload
This section welcomes the user and asks them to upload a 
photo. The user can get this photo immediately by taking a 
picture of the wound on the patient’s surface with the 
camera of his mobile phone, or he can upload a previously 
taken photo by selecting it from his gallery.

3.2.2. Part two: automatic detection and results
Once the photo is uploaded, the app automatically performs the 
detection process and redirects the user to the results page. On 

Fig. 7 – Recall confidence curve.   

Fig. 8 – Precision–recall curve. 
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this page, the class and grade of the wound are displayed in a 
rectangular box. In addition, a reliability score is shown, in
dicating the degree of accuracy of the wound. This reliability 
score is an important measure of accuracy, indicating how ac
curately the model detected the wound on the surface.

3.2.3. Additional content and information
The app also provides the user with important information, such 
as which treatment methods to use and what to look for based 
on the severity of the wound detected. This helps the user to be 
more informed and knowledgeable when caring for patients.

Fig. 9 – F1 score curve.   

Fig. 10 – Confusion metrics. 
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In this way, the app provides the user with both medical 
diagnostics and treatment recommendations and informa
tion, making it an important tool to improve patient care and 
achieve more effective outcomes. This shows that it is reli
able and valid similar to the artificial intelligence model. 
Some mobile application output results are also given with 
sample figures. Looking at Fig. 11; the burn area is indicated 
by a frame. The degree of the burn and the percentage of 
correct prediction were determined. In addition, it is correctly 
reported which intervention should be done to the estimated 
degree (Fig. 11).

4. Discussion

Computer-based systems are widely used in medical image 
analysis. However, in many cases, the performance of these 
systems depends on the quality of the protocols followed. 
While burn image classification is a popular area of research, 
studies on the discrimination of burned skin from healthy 
skin are limited [46–48]. In this study, 75.12% of skin burn 
images were successfully detected. To achieve higher accu
racy in our study, the quality of the data, the acquisition site, 
the number of data, and the class distribution are crucial. In 
some studies in the literature [49,50], the dataset used con
tains low-quality images, some of these images were col
lected from web pages, some were scanned from books, and 
some were obtained from hospitals.

Although there are many studies in the literature on the 
detection and classification of burn images using deep 
learning, this is the first study in this field with the YOLOv7 
model. Our study is also the first in the detection and clas
sification of burn wounds and the development of a mobile 
application. We also report a mAP@ 0.5 value of 0.75.12, 

which indicates that our model performs well in detecting 
and classifying burn images into different stages. Our model 
outperforms the benchmark models in terms of the amount 
and diversity of classes in the dataset used. The work of 
Wantanajittikul et al. [48] is another method that uses SVM 
to classify second and third-degree burns. The results of this 
method are compared with the results of Bayesian and k- 
nearest neighbor classifiers.

Deepak et al. [49] and Suvarna et al. [51] used k-nearest 
neighbor classifier, SVM, and template matching methods to 
classify burns into superficial, partial thickness, and full 
thickness burns [51]. Unlike Suvarna and Niranjan [51], in 
[52] ANN is used for the same purpose.

Badea et al. [46] handled pixel-based skin/burn area de
tection methods. They took 32 × 32 samples from sections of 
images marked as burned by expert surgeons and used these 
samples in the training phase of deep learning Convolutional 
Neural Networks (CNN). The study by Badea et al. presents 
the use of color imaging as a starting point for burn wound 
assessment by differentiating between healthy skin and burn 
wounds. Skin/burn area delineation is performed on a pixel- 
by-pixel basis based on the characteristics of the entire sur
rounding patch. Classification is learned under a scenario 
supervised by a deep-learned convolutional neural network, 
according to ground truth identified by expert surgeons from 
a large database of pediatric cases. In our study, both classi
fication and grading are performed differently and a mobile 
application has been developed.

In another study by Badea et al. [53], the LeNet archi
tecture is used for skin burn segmentation. Badea et al. used 
the LeNet classification model to classify 32 × 32 images for 
the detection of burn wounds. This study used the LeNet 
model to determine which class the images belong to. LeNet 
is a type of deep learning network, which has been 

Fig. 11 – Mobile application test examples.   

975 burns 50 (2024) 966–979  



particularly successful in recognition tasks with small-sized 
images, such as MNIST. Badea et al. used this model to 
classify burn wounds on images of size 32 × 32. In the work of 
Tran et al. [54], CNN is used to classify burns into four de
grees. The local binary pattern operator was used as the input 
to the CNN model. Sabeena and Kumar [55] proposed a model 
based on an image-based supervised learning approach and a 
multi-scale super-pixel computer-based SVM classification 
with parallel propagation. Sabeena et al. conducted a classi
fication study based on the color distribution of wounds 
using image processing techniques. In this study, a method 
was developed to determine which class the wounds belong 
to by using the information obtained from the color dis
tributions of the wounds. The color characteristics of the 
wounds were examined through image processing techni
ques and the data obtained from these color distributions 
were used for classification. Chang et al. also analyzed burn 
images using deep learning [56]. Changa et al. utilized seg
mentation models to classify burn images and obtained 
successful results. In this study, burn images were classified 
and at the same time regionally delimited. In other words, 
both the classes to which the images belong and the regional 
locations of these classes on the image were determined. 
This method provides a detailed and comprehensive ap
proach to classifying burn wounds and at the same time 
marking their specific regions.

The work by Changa et al. is closer to our work, but unlike 
this work, our work emphasizes speed and accuracy perfor
mance in real-time applications. While other studies gen
erally focus on classification, our system is able to determine 
the regional locations of burn images by framing them in 
addition to class detection. In this way, if there are multiple 
degrees of burn regions in a single image, they can be easily 
separated by framing them separately. This creates a com
prehensive classification system while at the same time en
abling detailed analysis by identifying and marking 
individual burn areas. This can provide a more precise 
method of identifying and monitoring the severity of dif
ferent areas of burn wounds.

When other studies similar to our study are analysed, it is 
determined that Karthik et al. worked with 104 images and 
classified them in 3 degrees. Our study contains more data 
than the study of Karthik et al. and the fact that the mobile 
application has been developed makes our study more pow
erful [57]. Liu et al. also found an accuracy similar to our 
study [34].

In our study, unlike the previous studies, we developed a 
model that classifies the degree of burn as well as the seg
mentation and detection of the burn.

In this work, we introduce an important innovation in 
the methods of detecting the grading of skin burn wounds. 
An in-depth review of the literature revealed that YOLOv7, 
an up-to-date object detection architecture for the classi
fication and grading of skin burn wounds, has not yet been 
applied in this field. At this point, our work has been de
veloped to demonstrate the usability of YOLOv7 for the 
detection of skin burn wounds. In particular, one of the 
most important contributions of this work is that we use 
this state-of-the-art object detection model for the classi
fication and grading of skin burn wounds. Our model is 

capable of accurately classifying skin burn wounds into 
different grades. This model can help healthcare profes
sionals to quickly and accurately assess the severity of 
burn wounds. However, this work is not limited to the 
development of a model. In addition, a mobile application 
was developed and this application has an interface that 
can be easily used by both hospital staff and the general 
public. This user-friendly application has great potential 
for grading burn wounds and sharing important health 
information. In conclusion, this study makes a great con
tribution to the health sector and society by presenting a 
YOLOv7-based model for rapid and effective assessment 
of skin burn wounds and a user-friendly mobile applica
tion. In addition, for the first time in Turkey, a mobile 
application was developed for the public to detect skin 
burn images with a mobile application.

Although the application developed by Wallis et al. is si
milar to our mobile application, our mobile application has 
an easier interface and provides faster feedback. In the app 
developed by Wallis et al. the user can point to specific in
jured body surfaces through a touchscreen interface and an 
integrated calculator estimates the total body surface area 
affected by the burn injury. Predefined standardized care re
commendations, including total fluid requirement, are pro
vided instantly by the software and case data is transmitted 
to a cloud server. A text message is automatically sent to the 
burn specialist during the call, who can then access the cloud 
server via smartphone app or web browser, review the case 
and images, and respond to the healthcare professional with 
both structured and personalized recommendations. In our 
study, the rapid response without waiting for the expert’s 
feedback to the message shows that it is a better practice [58]. 
Goldberg et al. also developed a mobile application for burn 
area detection. In this application, only the burn area was 
detected and no grading was done. It is important that our 
study is more powerful than Goldberg et al.’s study in that it 
performs both surface area detection and grading in an er
gonomic way [59].

This study has many original aspects. Firstly, preproces
sing and data organisation techniques were applied to open 
access burn images. These applications made the data 
quantitatively and qualitatively unique. Instead of training 
the data directly with a model, a special approach was de
veloped to process the data. These specialised processing 
methods have contributed greatly to the better under
standing and utilisation of difficult and restricted access data 
in the healthcare field. These methods, which include 
cleaning the data, filling in missing values, feature en
gineering and other specialised data processing tasks, have 
improved the reliability of the results. When developing the 
model, we prepared the data in a special way using our un
ique data processing methods. This approach helped our 
model to perform better and achieve high accuracy. Another 
aspect that strengthens the originality of the study is the 
YOLOv7 architecture, which is an architecture used for the 
first time in the field of health, has both increased the accu
racy of the study and pioneered new studies to be carried out. 
One of the most important and unique aspects of this study is 
its widespread impact on the field of health. In the literature, 
there are a limited number of studies on the use of artificial 
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intelligence for public use. There is no similar study in the 
country where the study was conducted. In addition, the 
development of the mobile application makes it possible for 
individuals living in the periphery to intervene early in burns. 
The study has paved the way for both the prevention of 
malpractice in the interventions of students receiving health 
education for the degree of burns, the rapid processing of 
health personnel, and the public to access at any time and 
save money and time. In addition, early intervention has 
paved the way for a public health service that will reduce the 
complications of the patient and reduce the economic burden 
of both the individual and the hospital.

The burn mobile application we have developed makes 
a significant contribution to the public, health trainees 
and health personnel. Firstly, this application offers a 
great advantage to the public. Quick and accurate grading 
of burn wounds allows the public to understand the se
verity of the burn wound and intervene faster in an 
emergency. This can improve the treatment process of the 
burn wound and ultimately increase recovery rates. For 
health trainees, the practice can strengthen the teaching 
and learning processes. Detection and grading of burn 
wounds can help health trainees to improve their clinical 
skills. Furthermore, this practice provides an opportunity 
for prospective healthcare personnel to better understand 
the basics of burn wound treatment. For healthcare staff, 
this app offers quick access to up-to-date information and 
references on the classification of burn wounds. This can 
support treatment decisions and optimise patient man
agement. It can also help healthcare professionals to keep 
their training up to date. In conclusion, the burn mobile 
application we have developed makes an important con
tribution to public health, health education and the prac
tice of health professionals. By providing access to faster, 
accurate and accessible information on the detection and 
classification of burn wounds, this application can con
tribute to better outcomes in the healthcare sector and 
support the effective management of burn wounds.

5. Limitations

If the segmented region contains both healthy and burned 
skin, the extracted features from this region may cause the 
classifiers to be trained incorrectly.

Most segmentation methods can accurately cluster the pixels 
in an image when the number of clusters is specified correctly, 
but choosing the optimal number of clusters is a difficult pro
cess. In our study, having a light or dark skin color limits suc
cessful prediction when determining the degree of burn. The fact 
that the dataset contains low-quality images, these images are 
taken from web pages, and the number of images in the dataset 
is small is a limitation in the correct prediction of the model. A 
limitation of the study is that it was not able to detect close or 
small wounds at the desired level.

6. Conclusion

In this study, burn images were segmented and classified, 
and objects were detected using artificial intelligence, and a 

mobile application was developed. YOLO V7 model was used 
for the first time in burn images. For the first time in Turkey, 
a mobile application called Burn Wound Detection was de
veloped to detect burn images. This study provides a new 
perspective and application to the literature in this field. First 
aid is crucial in burn cases, and it is a very important devel
opment for public health that people living in the periphery 
can quickly determine the degree of burn through the mobile 
application and provide first aid according to the instructions 
of the mobile application.
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