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Abstract
Preventing attackers from interrupting or totally stopping critical services in cloud systems is a vital and challenging task.
Today, machine learning-based algorithms and models are widely used, especially for the intelligent detection of zero-day
attacks. Recently, deep learningmethods that provide automatic feature extraction are designed to detect attacks automatically.
In this study, we constructed a new deep learning model based on transfer learning for detecting and protecting cloud systems
frommalicious attacks. The developed deep transfer learning-based IDS converts network traffic into 2D preprocessed feature
maps.Then the feature maps are processed with the transferred and fine-tuned convolutional layers of the deep learning model
before the dense layer for detection and classification of traffic data. The results computed using the NSL-KDD test dataset
reveal that the developed models achieve 89.74%multiclass and 92.58% binary classification accuracy.We performed another
evaluation using only 20% of the training dataset as test data, and 80% for training. In this case, the model achieved 99.83%
and 99.85% multiclass and binary classification accuracy, respectively.

Keywords Network security · Intrusion detection system · Deep learning · Transfer learning · VGG16

1 Introduction

Because most computer networks are vulnerable to security
and privacy threats, many intrusion detection systems (IDS)
have been developed in recent years. The majority of devel-
oped machine learning techniques are ineffective in dealing
with various attack types. For this reason, researchers con-
tinue to implement IDS systems using deep learning-based
models. This section presents state-of-the-art studies on IDS
systems that use deep learning architectures. Zhang et al. [1]
proposed an efficient end-to-end network intrusion detec-
tion multi-layer representation learning model using deep
neural networks (CNN) using gcForest and a P-Zigzag data
encoding system. Li et al. [2] offered an approach based on a
multi-CNN process for intrusion detection. The multi-CNN
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fusion model has achieved, 86.95%, 76.67% for the binary
classification, and 81.33% and 64.81% for the multi-class
classifications on the test sets. Roy and Cheung [3] proposed
a new IDS for IoT system that is consist of long short-term
memory (LSTM) in bidirectional structure and has a 95%
accuracy. Lin et al. [4] suggested a CNN-based model where
each sample’s character is represented as a vector to form
the input matrix. Zhang et al. [5] proposed an IDS model
that focuses on optimizing imbalanced data. The Synthetic
Minority Oversampling Technique (SMOTE) is employed
to add artificial samples to minority groups. Naseer et al.[6]
suggested various IDS models. LSTM and DCNN models
performed 85% and 89% accuracy, respectively on the NSL-
KDD test dataset. Xin et al. [7] discuss the ML and DL
network security strategies. The authors mainly presents the
newest ML and DL applications. The USTC-TRC2016 flow
dataset is used in this analysis, and the data preprocessing
kit USTCTK2016 is created. Through reviewing the eight
experimental findings and the overall accuracy of classifiers
is 99.41%, according to experimental data. Manimaran et al.
[8] created a novel model of the CNN-NIDS, introducing
the latest work on network anomaly detection using vari-
ous learning approaches. The methodology of deep learning
traditionally employing standard NIDS approaches is exam-
ined as well. Shone et al. [9] suggested a non-symmetric
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deep autoencoder (NDAE) for unsupervised functional learn-
ing methods for intrusion detection. The suggested attack
detection model was implemented on TensorFlow using the
NSL-KDD and KDD Cup’99 datasets, assessing its attack
detection efficiency.

Three preprocessing strategies for a CNN are evaluated
in [12]. Lopez et al. [13] suggested new deep reinforce-
ment learning (DRL) models for IDS using a labeled dataset.
In contrast to current machine learning techniques, this
study shows that DRL can boost intrusion detection results.
Kasongo and Sun [14] built the Deep Learning methodol-
ogy that combines feed-in deep neural networks (FFDNN),
employing a information gain (IG) filter-based functional
selection method. Kasongo and Sun [15] in another study,
introduced a wireless IDS classifier which employs sev-
eral layers of LSTM units to detect intrusions into wireless
networks. The average accuracy using validation dataset is
99.51%, the F-Score is 99.43%, and the test data set accu-
racy is 86.99%. Yin et al. [16] presented IDS model based
on RNN and the NSL-KDD dataset was used to train and
analyze the model. Zhiqiang et al. [17] developed an IDS
using a deep learning model and they used the UNSW-NB15
dataset and achieved good results. Wang [18] tested cutting-
edge algorithms using the Deep Learning methodology on
the NSL-KDD data set. The possible weaknesses of neu-
ral networks used in IDS have been tested in a lab setting.
Specific features’ functions in producing adversarial exam-
ples are investigated. Parampottupadam andMoldovann [19]
focused on real-time IDS using deep learning. They explored
the potential of deep learning-based binary and multiclass
classification to detect in real-time using a cloud-based rep-
resentation framework. Vinayakumar et al. [20] proposed an
IDS and warning system based on a highly scalable archi-
tecture. For real-time data analysis, the architecture uses a
distributed model with DNNs. Zhang et al. [21] proposed
IDS based on deep autoencoder which is used to compress
less significant characteristics and extract important features.
Zhang et al. [22] propose an IDS model using a redesigned
genetic algorithm (GA) and a deep belief network. The
NSL-KDD dataset is used to train and assess the model
and procedures. Su et al. [23] present the innovative BAT-
MC model uses two-phase bidirectional LSTM learning and
time series functionality for intrusion detection. The output
of the BAT-MC technique is evaluated using the KDD Test
datasets. Zhang et al. [24] developed a Baesian CNN deep
learning model and increase overall performance. Further-
more, CNN and SVM are used to create baseline models for
comparison. Ujjan et al. [25] offered the sampling of sFlow
and adaptive polls along with the Snort IDS. The evalua-
tion of the suggested system shows a compromise between
the accuracy of attack detection and resource overhead. Has-
san et al. [26] presented an IDS based on CNN-WDLSTM
model. The experimental findings show that they achieved

97.1% accuracy in the UNSW-NB15 large dataset. Parra
et al. [27] proposed an IDS for IoT devices connected to
the cloud for identifying and mitigating phishing and Bot-
net attacks. Gamage and Samarabandu [28] evaluated four
basic learning models on CIC-IDS2017 and CIC-IDS2018
datasets for the intrusion classification; deep neural net-
work, LSTM, an autoencoder, and a deep belief network.
Priyadarshini et al.[29] developed a deep learning based IDS
system against DDoS attacks for protecting fog networks.
The models are trained on the Hogzilla dataset before being
tested against a real-time DDoS attack. Kasim [30] devel-
oped amodel based onAutoencoder andSVMand trained the
model with CICIDS dataset.Despite the uneven data collec-
tion, 99.1% of detection tests are successful. Cavusoglu [31]
proposed a hybrid IDS using an integration of some machine
learning based IDS and feature selection methods is pro-
posed to detect diverse attacks. The performance tests of the
proposed system were carried out according to different cri-
teria and in comparison to the related literature and studies.
Ferraq et al. [32] conducted a comparison of deep learn-
ing algorithms for IDS. They focus on deep discriminative,
generative and unsupervised techniques, and all deep learn-
ing approaches on the CSE-CIC-IDS2018 and the Bot-IoT
datasets. Elmasry et al. [33] presented a particle swarm-based
technique that is utilized prior to training to choose the opti-
mum attributes and hyperparameters of the deep learning
model automatically. Kasongo and Sun [34] proposed a deep
learning model to identify intruders in a wireless IDS envi-
ronment. Zhang et al. [35] examined a deep-seated intrusion
detection technique (IDs) of a vehicle,which utilizes gradient
decrease with momentum and gradient decrease, to improve
IDS performance and accuracy. Binbusayyis and Vaiyapuri
[36] provided an unsupervised intrusion detection deep learn-
ing technique. Contrary to the conventional IDS approach,
the classification system is extracted and trained in two dif-
ferent steps. Tian et al. [37] introduced a solution to intrusion
detection using an extended deep belief network on the two
popular data sets: the UNSW-NB15 and NSL-KDD. Al-Qatf
et al. [38] suggest a deep model that combined a Sparse Auto
Encoder and SVM. They use Self-Taught Learning (STL)
and SVM to improve data representation and classification,
respectively. Yang et al. [39] proposed a model that extracts
features using a Deep Belief Network and classifies using
an SVM. They demonstrated the model’s success by com-
paring it to other baseline approaches based on SVM, DBN,
Principal Component Analysis and SVM.Mushtaq et al.[40]
suggested a hybrid IDS that makes use of a deep automated
encoder and a bidirectional LSTM and tested it on the NSL-
KDD dataset. Rani et al. [41] proposed a model for IDS
based on deep neural network that offers a solution to the
class imbalance at the classifier level. They analyzed the
effect of class imbalance and extensively tested this sys-
tem on NSL-KDD and UNSW-NB15 datasets. Naseri and
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Gharehchopogh [42] presented a binary implementation of
the farmland fertility algorithm for feature selection in clas-
sifying IDS. Ding and Li [43] developed and IDS based on
Graph Convolution Networks (GCN) used for feature extrac-
tion and LSTM used for modeling the changes. Ahmad et
al.[44] suggested an intrusion detection method using an
ensemble classifier to test unknown attack instances. The
ensemble model was made up of various classifiers such as
autoencoder, CNN, and LSTM models. They trained their
model on multiple datasets, including NSL-KDD, and pro-
duced good results for the evaluated cases.

According to the most recent reviews, machine learning
approaches, particularly deep learning, are frequently used
in IDS. The performance of the suggested methods has been
demonstrated by performing tests on traffic data collected
from many different datasets or natural environments. In
these datasets, the NSL-KDD, which includes several attack
types and has abundant sample space, is widely used for
research. The preprocessing and normalization operations
increase the performance of the datasets. In some designs,
the performance evaluations vary considerably according
to the algorithm used. The performance is relatively low
due to the incompatibility of the dataset and the method
used. In some studies, relatively high-performance values are
obtained when a percentage of the training dataset is used
for testing. Therefore, performance values still need to be
improved for both binary and multiclass classification appli-
cations and, we developed an IDS for better classification
performance.

2 Background

Developing an intrusion detection system involves various
components. First, we explained the general working prin-
ciple of IDS architectures. Then we presented the basics of
the DNN and transfer-learning model structure. The details
of the NSL-KDD Dataset were also given, and the types of
attacks and their explanations were introduced. Finally, the
performance metrics for evaluating the proposed IDS system
have been given.

2.1 Network Intrusion Detection Systems

It has become an inevitable need for all beings to transfer data
using a communication network. It is essential to take pre-
cautions and ensure security and detect malicious attacks for
this communication network. IDS such as firewalls, antivirus
software, or other measures are used to secure communi-
cation systems. However, the detected attack results must
be evaluated by an expert person or system. IDS fails to
detect an attack-type that has never been encountered before.
Anomaly-based IDS is effectively used to protect target sys-

Fig. 1 Anomaly-based Network IDS Architecture

tems against new malicious activities. A general example of
IDS architecture is shown in Fig. 1. One or more attackers
carry out harmful intrusions on servers or data centers over
the cloud. The firewall covers the attacks first. It allows the
passage of packets that meet the specified rules. Otherwise,
the packets are blocked and dropped. If the firewall accepts a
packet, it is then checked by an IDS. Then, notifications are
made to amanagement systemwhere control results are auto-
matically evaluated. If there is an attack, this system prevents
the attack, or the user is allowed to access the server.

2.2 Deep Neural Networks

The majority of today’s machine learning applications
depend greatly on neural networks. They can be trained with
the help of backpropagation algorithms for a specific prob-
lem providing useful input features and labels. Input features
should be handcrafted carefully to provide generality for
increasing the success of the model. Deep learning models
offer an advanced substitute for the problems where features
required for the application are hard to figure out. Deep
Learning contains feature extraction layers, for example,
convolutional neural networks (CNNs) and often demands
a large amount of training data. CNN layers can extract
desired features according to problem type, and they are
trained together with dense layers for classification. Some
of the features extracted with CNNs are common in vari-
ous cases, especially when the datasets are large enough and
can be utilized in another problem. Deep transfer learning
is the application of using weights from a trained network
for implementing another deep learning architecture. For
this purpose, there are various popular models for computer
vision applications such as VGG16, ResNet50, and Incep-
tion. VGG16 is one of the famous examples of deep transfer
learning applications. It ismade up of 13 convolutional layers
and three dense layers. Although it is mainly used for com-
puter vision applications, there are also other applications
where input features are expressed with feature matrices
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Table 1 Traffic statistics in the
NSL-KDD test/train datasets

NSL-KDD Dataset Normal DoS U2R R2L Probe Total

NSL-KDD Train+ 67343 45927 52 995 11656 125973

%20 NSL-KDD Train+ 13449 9234 11 209 2289 25192

NSL-KDD Test+ 9711 7458 200 2654 2421 22544

2.3 NSL-KDD Dataset

TheNSL-KDDdataset is suggested for solving various prob-
lems with the KDD’99 [11]. The quantity of samples in this
dataset has been reduced for improved accuracy, and the traf-
fic has been filtered. Table 1 shows the sample numbers of
normal and attack traffic types in the dataset. There are 41 dif-
ferent attributes in total. The NSL-KDD contains five classes
according to the activity or targets of the attacker performing
the cyber-attack.

DoS (Denial of Service)Attacks:This attack occursmost
frequently in the NSL-KDD dataset. It can be defined as
cyber-attacks that are used to prevent normal users from
receiving service by sending more connection requests to a
server than the number of requests it can handle, causing
the server to be unable to respond or shut down to pro-
tect itself. For example, during the COVID-19 pandemic,
where distance education has becomemorewidespread, DoS
attacks are being carried out to prevent students from access-
ing online exams in higher education institutions. Although
distributed servers are used in such exam systems, over time,
these attacks affect the network infrastructure and make the
system completely unresponsive.

R2L (Remote-to-Local) Attacks: A cyberattack that
aims to enter a remote computer without authorization as
a guest or another user. To obtain access to the victim’s com-
puter, a variety of ways have been used. R2L attacks are
attempts to achieve local access to a remote system. This
victim machine is usually a personal computer or a server
with permission to access the server.

U2R (User-to-Root) Attacks:U2R attacks provide unau-
thorized access to cloud system servers. These types of trench
attacks are usually carried out within the network system
where the servers are accessed and try to gain the root user
authority by taking advantage of a vulnerability or vulnera-
bility in the server. For example, they are attacks where a user
who has permission to enter the servers providing online con-
tent in the university management system but does not have
administrator privileges obtains administrator privileges and
performs unauthorized operations.

Probe Attacks: This is a cyber-attack to learn important
information about a server or any machine on the network.
For example, before hacking a database server in a manage-
ment information system, some critical information is tried
to be obtained. These are the active ports used by the relevant

Table 2 The structure of confusion matrix

Predicted
Intrusions Normal Total

Actual Intrusion T P FN T P + FN

Normal FP T N FP + T N

Total T P + FP FN + T N N

server or important information such as the IP address, oper-
ating system, type of IDS used, are investigated by a probing
attack.

2.4 PerformanceMetrics

Metrics that are frequently used in IDS performance eval-
uation are explained in this section. First, the structure of
the confusion matrix is given. Then, we briefly explain how
the performance metrics are calculated. Table 2 displays the
typical representation of confusion matrix.

The confusion matrix contains the variables TP, TN, FP,
and FN, as described below. Once these variables are deter-
mined, we can compute those equations ranging from 1 to 5
used for performance evaluations.

• TP (true-positive): positive sample quantity positively
classified.

• TN (true-negative): negative sample quantity negatively
classified.

• FN (false-negative): positive sample quantity negatively
classified.

• FP (false-positive): negative sample quantity positively
classified.

1.Accuracy: It is the proportion of the sample count accu-
rately categorized to the overall sample count. Equation1
shows its computation.

Accuracy = T P + T N

T P + FP + T N + FN
(1)

2.Precision: It is the proportion of the true positive sample
count to the overall positive sample count. Equation2 shows
how to compute it.

Precision = T P

T P + FP
(2)
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Fig. 2 The proposed
Anomaly-based IDS

3. Recall: As shown in Eq. (3), it is the proportion of the
true positive sample count to the total of true positive and
false negative sample counts.

Recall = T P

T P + FN
(3)

4. Specificity: As shown by Eq. (4), it is the proportion
of the true negative sample count to the sum of true negative
and false positive sample counts.

Specificity = T N

T N + FP
(4)

5. F-Score: Recall and precision values are utilized to
produce a new value in this evaluation criterion. The F-Score
is calculated using the harmonic mean formula where the
variables are the precision and recall values, as indicated in
Eq. (5).

F_Score = 2 ∗ Recall ∗ Precision

Recall + Precision
(5)

3 The Proposed IDS Based on Deep Transfer
Learning

The Fig. 2 shows the subcomponents, connections between
them, and input/output parameters of the proposed model. It
performs intrusion detection for multiclass classification and
the samemodel also performs binary classification by assum-
ing all attack types to be a single attack type. For the binary
classification system, the traffic is categorized as attack or
normal. Figure 3 illustrates the main components of the sug-
gested Deep Transfer Learning-based method, which is the
most important component of the proposed system. We also
used these models to produce a single output for normal and
attack traffic for binary classification by replacing the sofmax
function with sigmoid.

Numerization: Service, protocol type, and flag features
were converted to numeric. Service types include seventy
symbolic values, and these are converted to 0, 1, . . ., 69.
Protocol type contains three symbolic values: ICMP, TCP,
and UDP were converted to 0, 1, and 2, respectively. Sim-
ilarly, flag which contains eleven symbolic values are also
converted to 0, 1,..,10.

One-Hot Encoding Flags: Integer values belonging to
service, protocol type, and flag features were turned into
binary representation through one-hot encoding. Therefore
41 features are expanded to 122 features.

Normalization: In machine learning applications, it is a
common practice to scale input values to a reasonable range.
The ranges in the NSL-KDD dataset exhibit significant dif-
ferences; hence logarithmic normalization was utilized.

Reshaping: We converted the network traffics into two-
dimensional data like images so that our deep transfer
learning model can operate on it. The CNN-based model
reduces the input data’s dimensionality via pooling opera-
tions or stride size of the convolution. Hence they are usually
trained for some determined image dimensions. VGG16
requires its input size to be at least 32×32 so that the model
can process input. In order to satisfy the input dimensions,
the values are repeatedly filled to obtain the feature matrices.
Figure 4 shows the example visualizations for the generated
and reshaped network traffic features.

Train/Test: The NSL-KDD has two parts for train and
test. The train part was employed to train the developed
model, and the test part was employed to assess its per-
formance. Figure5 illustrates two test cases for NSL-KDD
dataset. For the first case we used NSL-KDD dataset fully
and in the other case 20% of train as test data.

Deep Transfer Learning Model: Figure 3a shows the
designed model where the weights of the frozen layers were
transferred from the VGG16 model which contains vari-
ous numbers of convolutions in the form of blocks. Note
that only the first four block transferred and first and last
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Fig. 3 a Deep transfer learning model, and b the baseline CNN model
for comparison

Fig. 4 Example reshaped 32×32 network traffic features

Fig. 5 Testing cases for NSL-KDD

convolution block are fine tuned. There are a total of ten two-
dimensional convolutions in the proposed model, and two of
them are included in the training process. One of them is
selected as the first convolutional layer. The convolutional
layer weights can be more compatible with the input fea-
ture vectors before transferring them to the following frozen
layers. The other is selected as the last convolutional layer
for it selects features specific to the IDS model. Finally,
a single fully connected layer was used for classification.
For multiclass-classification, there are five outputs with soft-
max activation functions. For binary classification, there is
only one output with a sigmoid activation function. Figure3b
shows the baseline CNN model where all the convolutional
layers included in training. We replaced the softmax activa-
tion function layer with a sigmoid for binary classification
evaluations.

4 Experimental Evaluations

4.1 Experimental Setting

The Table 3 summarizes the hardware and software used to
develop the new IDS system. All the codes to make experi-
ments were written in Python, and specifically, Keras, a gen-
eral framework for implementing deep learning applications,
was used for training and testing. Performancemeasurements
were done on the Ubuntu operating system, which runs on
hardware with a CPU model, AMD Ryzen 2700 eight-core
processor with 16 GB memory. The GPU model is NVIDIA
GeForce�GTX 1080 with 8 GB memory. The developed
models were trained with the RMSprop optimizer for both
multiclass and binary class classifications, using the cate-
gorical and binary cross-entropy functions, respectively. To
deal with class imbalances, proper class weights were deter-
mined using the compute_class_weight function from the
Scikit-Learn library. During training, the learning rate, the
number of training epochs, and the batch size was selected
as 10−4, 100, and 64, respectively. ModelCheckpoint class
was used to determine the best model based on validation
scores.

4.2 Test Results

The proposed multiclass classification and binary classifi-
cation models were examined with two test datasets. These
datasets are: one is 20%of the training dataset and the other is
the test dataset of NSL-KDD. The complexity matrix results
obtained in the test results are presented in Tables 4 and
5. Figure6 display evaluation results when the multiclass
model was trained with the train part and tested using the
test part. The proposed model estimated 20,231 of a total of
25,544 test samples correctly. Other samples in the test data
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Table 3 Experimental hardware
and software environment

Hardware Features

Operating system 64 bit, Ubuntu 18.04

TensorFlow/Keras 2.3.1 / 2.4.3

CPU AMD Ryzen 2700 Eight-CoreProcessor

RAM 16 GB

Video graphics card NVIDIA GeForce�GTX1080

Fig. 6 Confusionmatrix results on test data formulticlass classification

Fig. 7 Confusion matrix result on 20% of train data as test data for
multiclass classification

set were classified as incorrect. Figure7 displays the values
of the confusion matrix for the seconds test case where 80%
of the training part was allocated to train and the rest was
used to test. For this test, the proposed IDS estimated 25,151
of 25,195 samples correctly and the rest of the samples were
classified as incorrect. According to this result, a higher per-
formance result was obtained compared to the first test case.
Similar test cases were also repeated for the binary classifi-
cation model.

Table 4 Confusion matrix
result on test data for binary
classification

Normal Attack

Normal 9,094 617

Attack 1,054 11,779

Table 5 Confusion matrix of
20% of train data as test data

Normal Attack

Normal 13449 20

Attack 18 11708

Table 6 Evaluation of results for multiclass classification using test
data

Recall, TPR Specifity, TNR Precision F-Score

Normal 0.9485 0.9163 0.8956 0.9213

DoS 0.9402 0.9779 0.9545 0.9473

U2R 0.0650 0.9996 0.5909 0.1171

R2L 0.7030 0.9785 0.8196 0.7568

Probe 0.8505 0.9766 0.8142 0.8319

Table 7 Evaluation of results for multiclass classification using 20%
of train data as test data

Recall, TPR Specifity, TNR Precision F-Score

Normal 0.9986 0.9986 0.9988 0.9987

DoS 0.9985 0.9999 0.9999 0.9992

U2R 0.8000 0.9999 0.7273 0.7619

R2L 0.9799 0.9996 0.9512 0.9653

Probe 0.9979 0.9994 0.9940 0.9959

Table 8 Evaluation of results for binary classification using test data

Recall, TPR Specifity, TNR Precision F-Score

Normal 0.8961 0.9179 0.8961 0.9159

Attack 0.9502 0.9365 0.9502 0.9338

Table 9 Evaluation of results for binary classification using 20% of
train data as test data

Recall, TPR Specifity, TNR Precision F-Score

Normal 0.9985 0.9985 0.9987 0.9986

Attack 0.9985 0.9985 0.9983 0.9984
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Table 10 The multiclass classification comparisons

References Accuracy for test dataset References Accuracy for 20% of train dataset

Masum-2021 [48] 78.39 Xu-2018[49] 99.24

M. Al-Qatf-2018 [38] 80.48 Yin-2017 [16] 81.29

Yin-2017 [16] 81.29 Elmasry-2020 [33] 98.77

Li-2020 [2] 81.33 Shone-2018 [9] 85.42

Su-2020 [23] 84.25 Yan-2018 [50] 99.35

Kasongo-2021 [51] 88.42 Yang-2019 [39] 97.45

Base-line CNN model 82.85 Base-line CNN model 99.59

Our Model 89.74 Our Model 99.83

Table 11 The binary classification comparisons

References Accuracy for test dataset References Accuracy for 20% of train dataset

Mushtaq-2022 [40] 89.00 Jiang-2019 [52] 98.94

Rani-2022 [41] 85.56 Abeshu-2018 [53] 99.20

M. Al-Qatf-2018 [38] 84.96 M. Al-Qatf-2018 [38] 99.41

Naseri-2022 [42] 83.00 Kasim-2020 [30] 99.50

Li-2020 [2] 86.95 Elmasry-2020 [33] 99.83

Masum-2021 [48] 89.30 Parampottupadam-2018 [19] 99.91

Base-line CNN model 84.67 Base-line CNN model 99.67

Our Model 92.58 Our Model 99.85

Tables 6, 7, 8 and 9 give an evaluation of the results using
Recall, Specificity, Precision and F-score for both proposed
models and both dataset cases where the test dataset and
20% of the training dataset are used for evaluation. Table 6
shows the test results obtained as a result of the operations
performed on the test dataset using multiclass classification.
When the results are examined, it is seen that the highest
performance is obtained for TPR, normal, and DOS classes,
and the lowest values for U2R. For TNR, it was observed that
the highest value was in the U2R class and the lowest value
was in the Normal class. While the best value for Precision
and F-Score is obtained for the DOS attack class, it is seen
that the worst value is for U2R.

Table 7presents the test results formulticlass classification
operations done with 20% of the training dataset. According
to the test results, the highest performance was found for
TPR, normal, DOS, and Probe classes, and the lowest value
forU2R. It was observed that high performancewas achieved
in all classes for TNR.While the best value for Precision and
F-Score is obtained for Normal, DOS, and Probe classes, it
is seen that the worst value is for U2R. Tables 8 and 9 present
the evaluation results for 20% of the test and training dataset
for binary classification. When the results for the test data
set in Table 8 are examined, it is seen that the results of the
Attack class are higher in all performance tests. In the tests
performed with 20% of the training data set, equal values

Table 12 Evaluations on Nvidia
GTX 1080 GPU Inference time (ms) 0.1403

Packages per second 7128.4

were obtained for TPR and TNR in both classes, Precision
and F-Score Normal class were higher in Table 9.

5 Conclusion

The performance of proposed multiclass and binary clas-
sification models have been given in detail Table 10 and
Table 11 respectively. When the NSL-KDD test data set is
compared with the studies on the multiclass classification
model, Table 10 shows that the suggested model yields the
best results, with an accuracy rate of 89.74%. Among the
studies performed with a 20% training dataset, our model
achieved the best work of 99.83%. When compared to the
literature, the overall evaluations of the NSL-KDD utilizing
the suggested model for the test dataset were better. Also, the
results for tests using 20% of the training dataset show that
our model performs best for multiclass classification. Table
11 shows the results of the comparison of the binary classifi-
cation results obtainedwith the studies in the literature. In the
tests performed using the test data set, our model achieved
an accuracy value of 92.58%, and when compared with the
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studies in the literature, it is seen that this result outperforms
the other studies compared. In the tests performed with 20%
of the training data set, our model has an accuracy value of
99.85%. When compared with the studies in the literature, it
was found to be very close to the best result of 99.91%. Our
final evaluation presents the inference time and the number of
packages per second on Nvidia GTX 1080 GPU as shown by
Table 12. These results can significantly be improved further
by using more powerful and up-to-date GPU cards.

IDS is critical in protecting computer networks from
harmful intrusions. Nowadays, various researchers study
DeepLearning-based IDS to achieve better results.We devel-
oped a novel IDS model based on CNN in this work. The
packet features are normalized and reshaped into 2D to use
transfer learning. Except for the two layers,we transferred the
weights of the two-dimensional convolutional layers from a
pre-trained network. Using the models trained from scratch
usually limits the test dataset results to about 82%. Training
data does not provide enough generality because of the con-
tent of test dataset. Hence, a better alternative is to transfer
the weights from a previously trained model, which usually
helps extract some features that may not be learned from
limited data. For this purpose, we converted the input into
image data and incorporated the VGG16 model, a CNN-
based pre-trained network trained on a more extensive data
set. Given the experimental results, one of the important
reasons for the success of the proposed method among the
examined literature studies is the proposed deep learning
model that partially contains pre-trained model. In addition,
the conversion of the traffic into images, one-hot encoding
and logarithmic normalization operations increase the per-
formance. According to the results for multiclass and binary
evaluation, the proposed model outperforms current studies
in intrusion detection accuracy on the test dataset. More-
over, the results for multiclass model for 20% of the train
dataset, which is usually preferred for comparison in the
literature, provided good results. We plan to develop bet-
ter transfer learning models with improved architectures for
better detection rates for future studies. In addition, the pro-
posed preprocessing techniques will be improved to increase
IDS performance, and different machine learning techniques
will be tested by examining different datasets.
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