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A B S T R A C T   

In this study, an equation is derived by changing the parameter values of a chaotic system in the literature and 
analyzing its chaotic behavior. In the analysis of chaotic behaviors, chaotic system analyses such as phase 
portraits, sensitivity to initial conditions, Lyapunov exponential spectrum and dimension analysis, bifurcation 
diagram with Matlab® software were investigated. The derived equations were embedded into a mobile random 
number generator (RNG). RNG was developed on the Raspberry Pi 3 Model B microcomputer. It has been shown 
that the obtained random numbers can be securely used in encryption applications by successfully passing the 
statistical tests NIST 800-22, FIPS 140-1 and ENT. An image encryption application with the generated random 
numbers was implemented on the Raspberry Pi 3 Model B microcomputer. Finally, the encrypted image was 
subjected to security tests such as histogram analysis, correlation and entropy coefficients, correlation card, 
NPCR, UACI utilizing MATLAB software. The performance and reliability of the encryption algorithm were also 
measured. This paper improves the current state of art as it implements chaotic random number generation 
algorithm in a small footprint micro computer.   

1. Introduction 

Understanding the complexity of Industry 4.0, which is communi
cation between physical objects and other systems, is vitally important 
in this era. In many areas of research, continuous data exchange takes 
place, from home automation systems to credit cards, industry and 
intelligent agricultural systems. Although an attempt is being made to 
prevent this data, which is constantly being transmitted, from being 
retrieved by unauthorised people, this cannot be fully achieved. The 
protection of the data that can be accessed by unauthorised people 
against this undesirable situation is one of the important areas of 
research. In this context, encryption techniques have been developed to 
ensure data security. Data is encrypted and decrypted using a key. 
Decrypting encrypted data is only possible with the correct key. Thus, 
the key generation is an important problem when encrypting and 
decrypting data. 

Nowadays, the use of random numbers generated from chaotic sys
tems as keys due to their complex dynamics is an interesting topic. Chaos 

which is underlying interdependence of seemingly random events, can 
be briefly expressed as an order of disorder [1,2]. The fact that chaotic 
signals behave like noise and respond to their parameters and initial 
conditions distinguishes chaos-based random number generators (RNG), 
especially in secure communication. RNG is a system that uses hardware 
or software methods to generate statistically independent numbers and 
has no correlation at the output. These generators provide an unpre
dictable random output that can be generated utilizing the previous data 
[3]. 

Recently, a considerable literature has grown up around the theme of 
chaos-based RNG. Su et al. examined the dynamic analysis of a chaotic 
system in his study [4]. Xian et al. performed the dynamic analysis of a 
chaotic system with a variety of attractors utilizing an FPGA application 
[5]. Zhu et al. developed a chaotic system using the unique randomness 
of the eye pupils and performed a random number generation [6]. In a 
study by Avaroglu and Turk, an RNG was designed utilizing chaotic 
spirals as a natural source of noise [7]. In a study conducted Sahin, 
modern block encryption algorithms were investigated [8]. In another 
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study conducted, RNG was designed using a chaotic system with a 
golden ratio [9]. Also, there are some embedded system applications in 
the literature. Akgul et al. realized an application to encrypt the vein 
images [10]. Vergera et al. proposed a new chaotic cryptosystem for the 
encryption of very high-resolution digital images by using arbitrary 
precision arithmetic [11]. Vergera et al. implemented a chaotic cryp
tosystem by performing parallel computing on embedded systems with 
multiprocessors [12]. 

There are other architectural structures of RNGs were examined to 
utilise in cryptological applications [13–16]. Fast image encryption al
gorithms are developed using chaotic Henon systems and logistic maps 
[17] and using the Lorenz chaotic system [18]. Akgul et al. developed an 
electronic board to investigate chaotic systems with a fraction order 
[19]. Varan et al. performed a circuit implementation to investigate the 
dynamic properties of the nonlinear chaotic Aizawa system [20] Çimen 
et al. Performing the modelling of a chaotic movement using artificial 
neural networks [21]. Akgul et al. encoded the images of the hand veins 
via generating random numbers from a chaotic system [22]. Coskun 
et al. developed a computer-controlled platform to find the most 
appropriate system parameters in ADC-based TRNG designs [23]. In 
another recent study, encryption was made with random numbers 
generated on LabVIEW [24]. There are two primary aims of this paper; 
the first aim is to critically analyze the implementation of image 
encryption via RNGs in a mobile micro computer, the latter is to 
ascertain the usability of a chaotic system to encrypt an image. 

The first section of this paper will examine chaotic behavior via the 

plotted Lyapunov exponential, phase portrait, Poincare section, spec
trum and the bifurcation diagrams. In the second section; the selected 
equation will be analyzed and implemented for random number gen
eration with the Runga Kutta-4 solution using the Python Software 
embedded in the Raspberry Pi 3 Model B microcomputer. There are a 
variety number of tests available for safety of a chaotic behaviour sys
tems such as NIST 800-22, FIPS 140-1, ENT, AIS301, Diehard and Test 
U01. These tests will be detailed and randomly generated values will be 
analyzed [25–28]. In the third section; an image encoding application 
was performed using random number sequences that successfully passed 
the tests. Histogram analysis of the encrypted image, correlation maps, 
correlation and entropy coefficients, security analyses such as UACI and 
NPCR [29–32]. Finally, the results will be given and the consistency of 
the encryption algorithm against security threats will be demonstrated. 

2. Used chaotic system and its dynamic analysis 

2.1. Used chaotic system 

This section details a dynamic analysis of the chaotic system to be 
used in random number generation. Analysis were performed with 
Matlab software. The chaotic system in Equation (2.2) [33] was imple
mented to derive the chaotic equations in Equation (2). These equations 
will be used in the study. 

Fig. 1. Phase portraits of the system (x-y-z, x-y, x-z, y-z).  
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ẋ = y
ẏ = − x + y.z
ż = − x − 15.x.y − x.z

(1) 

The initial conditions of the chaotic system in equation are selected 
as x0 = 0.4, y0 = 0.1, z0 = 0 and parameter values are selected as a = 1.9, 
b = 1.1, c = 11.5, d = 0.7. In next sections, dynamic analyses of the 
chaotic system will be performed. 

ẋ = a.y
ẏ = − x + b.y.z
ż = − x − c.x.y − d.x.z

(2)  

2.2. Dynamic analysis of chaotic system 

Chaotic behavior has not been exhibited by every system. In order to 
a set differential equations to be accepted as a chaotic system, it must 
successfully pass some methods of analysis utilized in the literature. This 
section, therefore, examines some dynamic analyses such as phase 
portraits, time series, Lyapunov exponents and dimension, bifurcation 
diagram to analyze the chaotic behavior of the equations derived from 
the chaotic system in Equation [4,5,34,35] 

2.2.1. Phase portrait and time series 
The fact that the dynamic behavior of the phase portraits is complex, 

but within certain limits, the non-periodic behavior of the time series 
and their sensitive structure against the initial conditions show that the 
system exhibits a chaotic behavior [36]. The phase portraits x-y-z, x-y, 
x-z, y-z in Fig. 1 and the x-y-z time series in Fig. 2 were obtained for the 
chosen chaotic system. Fig. 3 analyzes the sensitivity of the z-phase to 

the initial value. As can be seen from the figures, the chaotic system 
exhibits a rich dynamic behavior and is sensitive to the initial 
conditions. 

2.2.2. Lyapunov exponential and dimension analysis 
The Lyapunov exponential (λ) is the mean of the separation angles of 

the curves in the phase space. The chaotic behaviour of the system is 
interpreted according to the state of. When the chaoticity of the system is 
investigated, Lyapunov exponents values must have a (+, 0, -) structure 
to be chaotic [37,38]. The Lyapunov exponential graphic in Fig. 4 shows 
the parameter range in which the system is in a chaotic state. Here, a 
Lyapunov exponential spectrum analysis was performed in the range of 
0–1.5 according to the change of the parameter. When, Fig. 5 is inves
tigated in detail, it appears that the system exhibits a chaotic behavior 
between approximately 0.95 and 1.15. 

It can be interpreted whether a dynamic system is chaotic or not by 
calculating the Lyapunov dimension, known as the Kaplan-Yorke 
dimension. In order to talk about the chaoticity of the system, the Lya
punov dimension in a three-dimensional system must meet the 2¡D¡3 
condition [39]. Equation 1.3 shows how to calculate the Lyapunov 
dimension. Equation (3) uses “j” for the number of system state variables 
and “λi” for Lyapunov exponents. 

D = (j − 1) +

∑j− 1

i=1
λi

⃒
⃒λj

⃒
⃒

(3) 

Lyapunov exponentials of the chaotic system in the newly derived 
Equation (2) were chosen as λ1 = 0.12448 λ2 = − 0.00014555, λ3 =

− 0.82275. If Lyapunov values are chosen in Equation (3) instead, the 

Fig. 2. Time series of the system (x, y, z).  

Fig. 3. Systems sensitivity to the initial conditions of z phase.  
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Lyapunov dimension is given as D = 2.1511. Because 2¡D¡3 condition is 
met, the Lyapunov dimension can be called chaotic. 

2.2.3. Bifurcation diagram 
Bifurcation diagrams are most commonly used in dynamic systems 

analysis and is increasingly becoming one of the important methods of 
chaos analysis [40–42]. They can be used to analyze the system’s sensi
tivity to initial values, and can be shown where the system is moving from 
periodic to chaotic [43,44]. The same results should be obtained at the 
same intervals in order to be able to talk about the chaos in the graphs 
obtained from the bifurcation analysis and the Lyapunov spectrum 
analysis. Fig. 6 shows the bifurcation diagram in the range of the system. 
The bifurcation results obtained in Fig. 6 with the Lyapunov analysis 
performed in Section 1.2.2 shall be consistent within the same intervals. 
This becomes clearer when a detailed analysis is performed in Fig. 7. 

3. Mobile random number generator design and its statistical 
tests 

3.1. Design of mobile random number generator 

This section details the RNG design created in previous sections. 

Raspberry Pi 3 Model B was utilizing as a microcomputer for all random 
number generation operations. As shown in Fig. 8, the Raspberry Pi 3 
Model B’s desktop access was provided directly from the touchscreen. 
While the Python was used as a programming language, the Spyder IDE 
was used as a programming interface due to the capabilities it offers the 
user. 

The pseudocode of steps followed in the RNG design is shown in 
Algorithm 1. When, the code was examine initial conditions and system 
parameters are entered after determining the equation to use for RNG. 
After entering the required step interval for the Runga Kutta-4 solution 
method, the system is then rendered discrete time in the x-y-z phases to 
obtain floating-point values. Float values are converted to a 32-bit bi
nary form and the least significant bit (LSB) of these 32-bit numbers is 
processed. If we look at the 32-bit numbers in Fig. 9, the values begin to 
be the same as we approach the 0-bit value. Towards the end, it appears 
that different values appear independently of each other. Therefore, it is 
more advantageous to select the bit from the last bit. However, if the LSB 
bit selection is too small, the time increases. 

Fig. 4. Derived system’s Lyapunov Spectrum Analysis for parameter ‘b’ (0–1.5).  

Algorithm 1 
Pseudo Code of Random Number Generation. 
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For this reason, s = 8 (LSB) is selected as the bit. A random sequence 
of numbers with a length of 1000000 bits is obtained by combining the 
8-bit values obtained separately from each phase. As a final process, this 
record is subjected to NIST and FIPS tests. If no successful results are 
achieved, the process is repeated by changing the selected LSBs. 

Fig. 9 shows the first 15 values of the float values obtained from the x 
phase with the RK4 solution. Then, all these values are converted to the 
32-bit binary format. Because it is assumed that “s” is more sensitive 

than the LSB, it is selected as 8 bits, so that a separate sequence of 8-bit 
data is generated by taking the last 8 bits of each 32-bit binary value. 
Each of these 8 created data bits is added up one at a time to get a 
random number with a total length of 1000000 bits. 

Fig. 10 shows oscilloscope images obtained with Raspberry Pi 3 
Model B to show that random numbers obtained from x-y-z phases can 
be used in any application in real life. 

Fig. 6. Derived system’s bifurcation diagram of parameter ‘b’ (0–1.5).  

Fig. 7. Derived system’s bifurcation diagram of parameter ‘b’ (0.9–1.2).  

Fig. 5. Derived system’s Lyapunov Spectrum Analysis for parameter ‘b’ (0.9–1.2).  
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3.2. RNG statistical tests 

3.2.1. NIST 800-22 test 
The NIST 800-22 test is an internationally recognized random 

number test. It consists of 16 different tests per se, and to speak of the 
randomness of the number, it must pass all 16 tests successfully. At each 
stage, the test results are evaluated according to their performance. As 
long as the P ≥ 0.001 conditions are met in each test phase, the test 
result is considered successful [45]. 

The random numbers used in the test were obtained with 30 million 
bits obtained from each of the x, y and z systems. In the last case, we used 
30 sequences from 1000000 bits. Tables 1–3 proves from the values that 
the random numbers obtained from the x-y-z phases (8 bits) of the 
chaotic system have successfully passed the NIST 800-22 test. 

3.2.2. FIPS 140-1 test 
FIPS 140-1 Test; It consists of four phases such as Monobit, Poker, 

Runs and Long Runs.  

● Monobit test: It is measured in 20,000-bit sequences. It is desirable 
that every 20,000-bit sequence is a number between 9654 and 
10,346, and the result is taken as an average.  

● Poker test: measured in 5000 bit sequences. Each 5 thousand-bit 
sequence is converted into 4 bits and the test result is used for the 
5000-bit sequence. This test result is asked to give a result of 
1.03–57.4 for each 5000 bit sequences in a 1 million bit sequence, 
and the result at 1 million bits is the average of the test for all 5000 
bit sequences.  

● Run Test: It is calculated by taking into account the number of zeros 
that are continued successively in a 20,000-bit sequence. This 
Parameter has 6 different options, 1,2,3,4,5 and 6. 1 Million bit se
quences are returned to 20 binary bit sequences, consecutive zeros 
are counted, and a test calculation is performed. There are various 
ideal results for 6 options of this parameter.  

● Long-term test: Calculated from the number of more than 34 
consecutive ones and zeros in a 20,000-Bit sequence. 

In order to the generated random numbers to be considered suc
cessful, they must successfully pass these four phases [46]. Table 4 
shows the FIPS 140-1 test result values of random number sequences 
obtained from 8-bit data from each of the x-y-z dimensions. Compared to 
the previous section with the success criteria, it can be seen that each of 
the tests is positive. 

3.2.3. ENT test 
ENT test is used to test a variety of byte arrays generated by pseudo- 

random number generator applications. It is a test application developed 
by John Walker who conducts tests [47]. 5 different statistical tests in 
the ENT test that define the randomness of bit strings are available. ENT 

Fig. 9. Conversion of float numbers resolved from dimension x to binary number format.  

Fig. 8. Raspberry pi 3 model B desktop access.  
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Table 1 
NIST-800-22 test results of x phase random numbers from 10 sequences.  

Statistical Tests P-values of X Phase Result 

Seq 1 Seq 2 Seq 3 Seq 4 Seq 5 Seq 6 Seq 7 Seq 8 Seq 9 Seq 10 

Frequency (Monobit) Test 0,1835 0,1192 0,2919 0,9777 0,5837 0,1789 0,1842 0,4099 0,3049 0,3183 Successful 
Block-Frequency Test 0,9886 0,1649 0,0702 0,4610 0,3056 0,1400 0,9067 0,2273 0,5022 0,3641 Successful 
Cumulative-Sums Test 0,1415 0,1167 0,2201 0,8686 0,2452 0,2636 0,0825 0,4951 0,5877 0,2621 Successful 
Runs Test 0,737 0,0240 0,5708 0,4226 0,8024 0,0791 0,9174 0,0602 0,4324 0,9164 Successful 
Longest-Run Test 0,6039 0,5758 0,4253 0,3382 0,8563 0,1592 0,7289 0,6873 0,4104 0,5961 Successful 
Binary Matrix Rank Test 0,3413 0,8762 0,0524 0,8100 0,6383 0,0956 0,9482 0,2054 0,0501 0,2586 Successful 
Discrete Fourier Transform Test 0,2513 0,0563 0,2465 0,5756 0,8688 0,7831 0,7273 0,0475 0,8114 0,2871 Successful 
Non-Overlapping Templates Test 0,0103 0,0038 0,1032 0,0648 0,0734 0,1741 0,0046 0,0257 0,1121 0,0007 Successful 
Overlapping Templates Test 0,4714 0,0958 0,3870 0,4721 0,1636 0,5811 0,8367 0,2090 0,0206 0,1799 Successful 
Maurer’s Universal Statistical Test 0,9012 0,8093 0,2836 0,2873 0,8252 0,1502 0,6055 0,1665 0,4424 0,5970 Successful 
Approximate Entropy Test 0,6074 0,1259 0,8708 0,6373 0,1393 0,9607 0,5509 0,3680 0,2935 0,0706 Successful 
Random-Excursions Test (x = − 4) 0,5684 0,3920 0,2703 0,9492 0,2843 0,8167 0,4367 0,5582 0,4387 0,2678 Successful 
Random-Excursions Variant Test (x = − 9) 0,649 0,2980 0,8898 0,2646 0,3546 0,9667 0,5326 0,7952 0,8765 0,3414 Successful 
Serial Test-1 0,7416 0,0393 0,1277 0,8443 0,9136 0,5158 0,6658 0,5121 0,7385 0,6218 Successful 
Serial Test-2 0,9123 0,1554 0,6097 0,8193 0,8504 0,4285 0,7238 0,3073 0,8974 0,7541 Successful 
Linear-Complexity Test 0,11 0,8527 0,7154 0,6373 0,1393 0,5540 0,5509 0,2225 0,2429 0,9616 Successful  

Table 2 
NIST-800-22 test results of y phase random numbers from 10 sequences.  

Statistical Tests P-values of Y Phase Result 

Seq 1 Seq 2 Seq 3 Seq 4 Seq 5 Seq 6 Seq 7 Seq 8 Seq 9 Seq 10 

Frequency (Monobit) Test 0,56191 0,5700 0,6101 0,1957 0,8603 0,1789 0,9888 0,3030 0,9267 0,4703 Successful 
Block-Frequency Test 0,47336 0,2719 0,7270 0,3677 0,9393 0,1400 0,4007 0,4684 0,6423 0,8546 Successful 
Cumulative-Sums Test 0,75706 0,4355 0,5957 0,2657 0,4768 0,2636 0,5553 0,1832 0,9645 0,4429 Successful 
Runs Test 0,05961 0,8147 0,1022 0,5487 0,3544 0,0791 0,5041 0,3958 0,3321 0,2089 Successful 
Longest-Run Test 0,74611 0,6602 0,1636 0,8475 0,2908 0,1592 0,7091 0,0551 0,2146 0,5402 Successful 
Binary Matrix Rank Test 0,35217 0,4007 0,0890 0,7054 0,4044 0,0956 0,4577 0,6886 0,7845 0,3441 Successful 
Discrete Fourier Transform Test 0,04545 0,2955 0,6073 0,2188 0,3884 0,7831 0,4247 0,7481 0,0829 0,6864 Successful 
Non-Overlapping Templates Test 0,00514 0,0013 0,0285 0,0096 0,0439 0,1741 0,0396 0,0102 0,1715 0,0210 Successful 
Overlapping Templates Test 0,6057 0,3564 0,2987 0,1444 0,6619 0,5811 0,6704 0,4500 0,9522 0,2021 Successful 
Maurer’s Universal Statistical Test 0,44388 0,4323 0,4128 0,2542 0,5700 0,1502 0,4441 0,2798 0,1667 0,8922 Successful 
Approximate Entropy Test 0,25962 0,9370 0,0900 0,0910 0,1418 0,9607 0,9604 0,5243 0,8699 0,8779 Successful 
Random-Excursions Test (x = − 4) 0,16593 0,4123 0,6360 0,4355 0,8335 0,8167 0,7705 0,3618 0,9539 0,7754 Successful 
Random-Excursions Variant Test (x = − 9) 0,4958 0,1372 0,7896 0,4812 0,1525 0,9667 0,5639 0,5328 0,7228 0,5064 Successful 
Serial Test-1 0,51622 0,0864 0,5378 0,5098 0,0478 0,5158 0,6170 0,3746 0,2256 0,8113 Successful 
Serial Test-2 0,24476 0,3857 0,1120 0,5775 0,0316 0,4285 0,5053 0,8630 0,0893 0,4302 Successful 
Linear-Complexity Test 0,32704 0,7726 0,0535 0,0910 0,4325 0,5540 0,6725 0,4185 0,3342 0,1718 Successful  

Fig. 10. Oscilloscope images obtained with Raspberry Pi 3 Model B to show that random numbers obtained from x-y-z phases can be used in any application in real 
life. Random numbers generated from x-y-z phases are displayed on the oscillacope by using Raspberry Pi’s digital pins. 
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test results of random numbers obtained from x, y and z outputs are 
values are shown in Table 5. According to Table 5, the last 8 of x, y and z 
passing all tests Random numbers generated from bit values can safely 
be used in areas where they are needed. can be used. 

4. Encryption application and its security analysis 

This section details a mobile encryption application of an image with 
random numbers generated from values obtained by discretizing the x, 
y, z phases of the derived system. These derived values produced from 
the Runga Kutta-4 solution. This method was implemented by the 
Spyder IDE (Python 3.7). Subsequently, the Matlab® program per
formed security analysis for the encrypted image to measure the quality 
of the encryption algorithm and the security of the encrypted image. 

4.1. Encryption application 

In this section, a sample image with Raspberry Pi 3 Model B was 
encrypted as a mobile phone with random numbers generated from the 

x-y-z phases of the derived system Fig. 11. 
The algorithm monitored during encryption is represented as pseu

docode in Algorithm 2 According to this algorithm, the image to be 
encrypted is first introduced into the program. After the dimensions 
(row = A, column = B) of the image converted to grayscale are calcu
lated, an index value of k = 0 is defined. To edit all row and column 
values, a nested for loop is created in the form of row (A) and column 
(B). Each row and column value is converted to an 8-bit binary format. 
The 8-bit sequences from the entered random numbers (one of the x, y, z- 
phases) and the 8-bit values of the image are XOR processed. The entire 
matrix structure of the image is processed. The values obtained as a 
result of the XOR operation are converted to a decimal form. This is how 
the image is encrypted. The matrix values before the encoding of the 
image in Fig. 12 and after the encoding (with x-phase) are shown in 
Fig. 13. The analysis methods to measure the quality and reliability of 
the encryption process will be discussed in the next sections. 

Table 3 
NIST-800-22 test results of z phase random numbers from 10 sequences.  

Statistical Tests P-values of Z Phase Result 

Seq 1 Seq 2 Seq 3 Seq 4 Seq 5 Seq 6 Seq 7 Seq 8 Seq 9 Seq 10 

Frequency (Monobit) Test 0,9029 0,3942 0,1014 0,6355 0,2150 0,5157 0,8619 0,3154 0,9124 0,1868 Successful 
Block-Frequency Test 0,5050 0,4814 0,7986 0,8257 0,7683 0,8320 0,2169 0,9288 0,1116 0,3140 Successful 
Cumulative-Sums Test 0,7477 0,2772 0,1975 0,9567 0,2730 0,7903 0,9862 0,1745 0,9046 0,2012 Successful 
Runs Test 0,1096 0,6332 0,5818 0,0275 0,2733 0,6466 0,7188 0,8313 0,0914 0,6296 Successful 
Longest-Run Test 0,3937 0,6466 0,5204 0,4243 0,4969 0,9122 0,3486 0,8619 0,2845 0,1586 Successful 
Binary Matrix Rank Test 0,7038 0,5751 0,3578 0,8677 0,4929 0,5949 0,8258 0,1993 0,7796 0,1106 Successful 
Discrete Fourier Transform Test 0,4247 0,9488 0,9780 0,8765 0,0878 0,0540 0,5029 0,3783 0,7411 0,7342 Successful 
Non-Overlapping Templates Test 0,0507 0,6616 0,0129 0,4826 0,0817 0,0890 0,6543 0,2893 0,0005 0,0546 Successful 
Overlapping Templates Test 0,8565 0,5384 0,0263 0,8744 0,4233 0,6423 0,1686 0,9930 0,4758 0,6546 Successful 
Maurer’s Universal Statistical Test 0,5288 0,5362 0,3515 0,2354 0,4497 0,1302 0,3213 0,5843 0,8353 0,6841 Successful 
Approximate Entropy Test 0,5061 0,5362 0,1480 0,2995 0,1959 0,6136 0,3284 0,9990 0,3579 0,6683 Successful 
Random-Excursions Test (x = − 4) 0,2135 3,8530 0,2365 0,6545 0,2578 0,6589 0,0549 0,6774 0,3498 0,7654 Successful 
Random-Excursions Variant Test (x = − 9) 0,1828 0,3196 0,0432 0,0524 0,4389 0,8240 0,3656 0,0976 0,0052 0,1095 Successful 
Serial Test-1 0,5992 0,4029 0,2460 0,6805 0,8996 0,6833 0,2761 0,9458 0,0788 0,4357 Successful 
Serial Test-2 0,9364 0,1920 0,4731 0,7677 0,9160 0,8146 0,3607 0,9458 0,1387 0,7189 Successful 
Linear-Complexity Test 0,3663 0,5801 0,8857 0,8857 0,8675 0,0491 0,8147 0,2492 0,0466 0,7013 Successful  

Algorithm 2 
Pseudo code of Image Encryption Algorithm. 
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4.2. Security analysis 

Successful results in the image encoding process do not only depend 
on the reliability of random numbers, but also they depend on a good 
encryption algorithm. The good encryption method must be resistant to 
all types of cryptoanalytical, statistical, and security attacks. For this 
purpose, the literature introduces some security analysis methods for 
image encryption. In this section, some statistical tests such as histogram 
analysis, correlation and entropy catalog, and correlation maps were 
performed to measure the performance of the encryption process [31,48, 
49]. 

4.2.1. Histogram analysis 
In this section, a histogram analysis of the source image and the 

image encoded with each of the x, y, and z phases was performed. The 
closer the data obtained from an encrypted image is in the histogram, 
the more difficult the decryption becomes [19]. In Fig. 14, the histogram 
of the source image has a scatter structure, while the histogram analysis 
of the encrypted images encoded with random numbers obtained from 
the x-y-z phases in Fig. 15 shows tight values. This is considered an 
indication that the encryption process was successful. 

4.2.2. Correlation and entropy constants 
In this section, entropy and correlation coefficients are investigated. 

The entropy value must be close to 8 and the correlation value must be 
very close to 0 for the quality of the random distribution and thus a 
successful coding within the encoded image [50,51]. Results are dis
played. In Table 6, while the correlation values of the source image are 

around 1, the correlation values of the images encoded separately with 
each of the x, y, and z phases are very close to 0. Similarly, the entropy 
value of the encrypted image is very close to 8, indicating that successful 
encryption against attacks has been achieved. Table 6 contains some of 
the most recent entropy values found in the literature. This result 
demonstrates that the encryption system can effectively withstand ma
licious attacks, and the findings were consistent with previous research. 

4.2.3. Correlation maps 
This section details the correlation maps of the source image and 

encoded images. Fig. 16 shows correlation maps of the original image, 
the image encoded in the x-phase, the y-phase, and the z-phase. While 
the row, column, and diagonal correlation maps of the source image are 
diagonally concentrated without encryption, it is seen that the correla
tion distributions of the encoded images are in a fairly homogeneous 
distribution. This shows that the images obtained as a result of homo
geneous distribution encoding are present in a very random distribution 
[49]. 

4.2.4. NPCR and UACI 
This section investigated the NPCR (number of pixel change rates) 

and Unified Average Changing Intensity (UACI) values by comparing the 
8-bit and 1-bit encrypted images that are mobile encrypted in Fig. 21. 
While NPCR expresses how many percent of all pixels change, the UACI 
value shows ratio of pixels change [31,56]. In previous studies, the 
NPCR was considered to be a good encryption, with a value greater than 
99.6% and a UACI greater than or equal to 30% [57]. 

To perform the encryption process of a 1-bit image, the threshold 
operation was first applied to the source image, and imagery consisting 
of 1-bit values was obtained, as shown in Figs. 17 and 18. After that, the 
encoded images in Fig. 19 were obtained by XOR for each pixel value 
with random numbers of x, y, and z phases. When we compare the 8-bit 

Table 5 
ENT test results of random numbers obtained from x, y and z.  

Test name Average Ideal Results Result 

Arithmetic 
Mean 

127,4990 127,5 Successful 

Entropy 7,9995 8 Successful 
Correlation 0,0031804 0 Successful 
Chi Square 259,041 10% and 90% 

between 
Successful 

Monte Carlo 3.1444 (error =
0.0009) 

Pi Number Successful  

Fig. 11. Mobil Encryption Application (8 bit result).  

Table 4 
Random numbers FIPS 400-1 test results for produced from x, y and z.  

FIPS 140-1 
Tests 

Success Criterion Value Result 

x y z 

Monobit Test 9654 < x <
10346 

10014 9929 10071 Successful 

Poker Test 1.03 < x < 57.4 8.3264 14.5024 8.6464 Successful 
Run Test (1) 2267 ≤ x ≤ 2733 2567 2545 2491 Successful 
Run Test (2) 1079 ≤ x ≤ 1421 1267 1206 1264 Successful 
Run Test (3) 502 ≤ x ≤ 748 615 658 617 Successful 
Run Test (4) 223 ≤ x ≤ 402 338 296 316 Successful 
Run Test (5) 90 ≤ x ≤ 223 129 165 151 Successful 
Long Run Test 34 > Run 13 12 13 Successful  
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Fig. 14. Source image histogram analysis.  

Fig. 13. Pre-encrypted Matrix value of the image.  

Fig. 12. Pre-encrypted Matrix value of the image.  
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and 1-bit encodings, the total number of changed pixels of the encrypted 
1-bit image and the average of the modified pixels should be the same. 
Table 8 shows the NPCR and UACI values of 1-bit and 8-bit images 
encoded in x, y, and z phases. For example, while the pixels of the 8-bit 
encoded image change at a rate of 99.60% in the x-phase, the change 
rate of the pixels is displayed as 27.68% compared to the previous 
values. However, the NPCR and UACI values of the 1-bit encrypted 
image are the same. The NPCR and UACI values obtained from the four 
studies are shown in Table 7. 

4.2.5. Key space, sensitivite and encryption quality 

The key domain and the variation are the results of the security 
analysis, The security keys are crucial for an encryption algorithm for 
the security of encrypted images against various attacks and brute force 
attacks. To prove the security of the encryption algorithm, it must be 
very sensitive to the variation of the secret key and also the length of the 
key field must be more than 2128 to prevent brute force attacks [60]. In 
the chaotic equation used in encryption, there are a, b, c, d parameters 
and initial values of x, y, z. If the sensitivity of these 7 values is assumed 
to be 10− 14, the entire key space is greater than its value. This result 

Fig. 15. Encrypted images and histogram analysis of random numbers generated 8 bit encryption by x,y and z phases.  

Table 6 
Correlation and entropy of source image and encrypted images by x-y-z phases.  

Image Horizontal Correlation Vertical Correlation Entropy 

Source Image 0,91209 0,88927 6,6297 
Encrypted Image (x phase) − 0,005053 0,000252 7,9981 
Encrypted Image (y phase) 0,0032142 0,00178 7,9976 
Encrypted Image (z phase) − 0,00056 − 0,00427 7998 
Kaur et al. [52] 0,012 − 0,0063 7,9989 
Cavusoglu et al. [53] − 0,00197 N/A 7,9637 
Chen et al. [54] − 0,0028 0,0171 7,9891 
Xu et al. [55]) 0,0019 0,0263 7,9974  
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Fig. 16. From top to bottom original view, image encrypted by x-, y- and z-phase’s horizontal, vertical, diagonal correlation maps.  
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shows that a small change in the security key leads to a completely 
different encryption result.The quality of the encryption algorithm is 
evaluated by three tests; 1) the irregular deviation factor AS, 2) the 
correlation factor CC and 3) the maximum deviation factor D. Irregular 
deviation test’s expected value for an image with N × M pixels is close to 
(N × M)/2. If there is no correlation, a CC correlation value is expected 
to be close to zero. If the maximum deflection factor is D, the expected 
value for an image with N × M pixels is its proximity to the N × M value 
(see Fig. 20). 

5. Conclusion 

In the article study, a microcomputer-based mobile RNG was 
designed using a nonlinear chaotic system. After verifying that the 
generated random numbers can be used securely with statistical tests 
according to NIST 800-22, FIPS 140-1 and ENT, image encryption was 
applied using these numbers. Security analyses such as histogram 
analysis, correlation and entropy coefficient, correlation card, UACI, 
NPCR were used to measure the performance of the encryption algo
rithm and the reliability of the encrypted image. As a result of all this 
research and studies, a collective source of information has been pro
vided for studies in areas such as chaotic system analysis methods, chao- 
based generation of mobile random numbers, random randomness tests, 
image encryption, and security analysis of encrypted images. A mobile 
RNG design has been developed that can be easily used in studies such as 
encryption, watermarking, and confidential writing where data security 
is important. In addition to the studies, new and different algorithms for 
generating random numbers can be presented to make it easier for 
random numbers to pass random tests. New encryption algorithms can 
be developed and applied to text, audio, video, and images. In addition, 
all of these operations can be combined into one interface to provide 

Fig. 17. 1 bit conversion of source image  

Fig. 18. Mobile encryption application (1 bit view).  

Table 7 
x-y-z phases encrypted images NPCR and UACI analysis.  

Image NPCR UACI 

x phase encrypted image (8 bit) 99,60 27,68 
y phase encrypted image (8 bit) 99,62 27,62 
z phase encrypted image (8 bit) 99,62 27,54 
Li et al. (8 bit) [58] 99,60 33,43 
Zhang et al. (8 bit) [59] 88,99 30,21 
Kaur et al. (8 bit) [52] 99,67 33,58 
Cavusoglu et al. (8 bit) [53] 99,63 31,63 
x phase encrypted image (1 bit) 50,13 50,13 
y phase encrypted image (1 bit) 49,88 49,88 
z phase encrypted image (1 bit) 50,21 50,21  

Table 8 
The quality of the encryption algorithm tests.  

Encrypted Value AS CC D 

X 64430 − 6.4e12 89821 
Y 64791 − 1.18e12 89831 
Z 64766 − 1.1e12 89825  

A. Akgul et al.                                                                                                                                                                                                                                   



Integration 81 (2021) 1–16

14

Fig. 19. 1 bit view image encrypted by a) x-phase, b) y-phase, c) z-phase.  

Fig. 20. Histogram of the difference between the original image and the x-encoded image.  

Fig. 21. Histogram of the difference between the original image and the y-encoded image.  
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comfort to the user. 
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[26] Ünal Çavuşoğlu, Ahmet Zengin, Ihsan Pehlivan, Sezgin Kaçar, A novel approach for 
strong s-box generation algorithm design based on chaotic scaled zhongtang 
system, Nonlinear Dynam. 87 (2) (2017) 1081–1094. 
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