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The underlying data source for web usage mining (WUM) is commonly thought to be server logs.
However, access log files ensure quite limited data about the clients. Identifying sessions from this messy
data takes considerable effort, and operations performed for this purpose do not always yield excellent
results. Also, this data cannot be used for web analytics efficiently. This study proposes a method for user
tracking, session management, and collecting web usage data. The method is mainly based on an inno-
vative approach for using collected data for web analytics extraction as the data source in web usage min-
ing. An application-based API has been developed with a different strategy from conventional client-side
methods to obtain and process log data. The log data has been successfully gathered by integrating the
technique into an enterprise web application. The results reveal that the homogeneous data collected
and stored with this method is more convenient to browse, filter, and process than web server logs.
This structured data can be used effortlessly as a reliable data source for high-performance web usage
mining activity, real-time web analytics, machine learning algorithms, or a functional recommendation
system.
� 2023 Karabuk University. Publishing services by Elsevier B.V. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The rapid development and widespread use of information
technologies have contributed enormously to the evolution of the
web. As a natural consequence of this mutually nourishing cycle,
organizations have shifted their business processes and efforts to
this media. Information is the most crucial asset for many organi-
zations, and the web is an immense data source. Those who are
aware of this shift are investing more than ever in collecting and
making sense of more data to enhance their business strategies.
To know their visitors and behavior well, particularly for organiza-
tions that position their focus on the web, is of paramount
importance.

Most web-based applications such as corporate web applica-
tions, web portals, shopping sites, or learning management sys-
tems keep logs that focus on user transactions, albeit relatively
superficial. However, for organizations that approach the issue
from a strategic point of view, understanding visitor behavior, rec-
ognizing the user profile, and shaping their actions according to
this requires much more effort than ordinary logging.

Web servers accumulate all page requests in access logs unless
otherwise stated. Every click from a search engine, every page visit,
or download is recorded continuously, anonymously, and silently.
These access logs, which contain identities, origins, and browsing
behaviors, are preferred in scientific studies because they provide
ready-made data [1].

The log files of user-intensive websites grow by hundreds of
megabytes daily. This situation makes analysis time-consuming
and places essential performance requirements on the HTTP log
analyzer tools. The most common complaints about the analyzers
are that they are not flexible enough, have limited availability,
are challenging to use, and are extremely slow, especially on big
data [2].

On the other hand, while third-party web analytics tools pre-
sent calculated analytics information, they do not provide raw data
on which to perform WUM processing. Although there are many
publications on web analytics and web usage mining in the litera-
ture, there is no study suggesting the use of these two processes
together. Moreover, since web analytics is often a commercial
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activity, companies do not prefer to publish scientifically how
these tools collect and store data.

Cloud-based analytics tools usually use client-side user tracking
methods and store data on remote servers. These tools do not pro-
vide downloading raw data since it is enormous in size and stored
in the data warehouse. Therefore, it is not possible to apply web
mining techniques to this data. Over and above, although such
tools are free for everyday use, quotas ensured are insufficient
for organizations with a large user base. In contrast, paid versions
are quite expensive, and still, they do not allow downloading raw
data.

Cloud-based web analytics tools are also an essential source of
data privacy and sovereignty concerns. The open-source tools such
as Piwik, OWA [3], and Webalyt [4], which have emerged to
address these concerns, store the data on local servers. These tools
use client-side JavaScript snippets for user tracking, just like com-
mercial alternatives. The working principles of almost none of
these tools have been explained sufficiently in the literature. In
addition, these tools, which conduct the user tracking process on
the client side, increase the load on the server by performing a sep-
arate request for each page transition.

Web usage mining and web analytics are sharply separated,
although both use web access data. Web analytics involves collect-
ing log data and presenting them visually by statistical extraction.
In contrast, web usage mining focuses on identifying valid, novel,
helpful, and understandable patterns using knowledge discovery
techniques after cleaning and structuring existing data. Therefore,
the WUM assumes that this data is already available; it is not inter-
ested in acquiring or accumulating them.

A novel method is proposed in this study as an alternative to
web server logs used as WUM data sources. The method eliminates
preprocessing phase, the most demanding step of the WUM pro-
cess, and provides much more reliable and convenient data from
server access records. It also allows the collection and processing
of visitor usage data at the application level.

The innovative aspect of this study is that it proposes a data col-
lection method for organizations aiming to develop their own web
analysis systems and demonstrates the usability of the data col-
lected by this method for web usage mining. The data obtained
by the proposed method is stored within the organization in a
structured form that can serve diverse purposes. To reveal the nov-
elty and difference of the proposed method as an alternative to all
Table 1
Recent studies about WUM preprocessing and web analytics fields.

Key Contribution Year Technique Ref.

Extracting data from log files in different
subsystems in respective domains

2020 Log data
fusion

[5]

A presented model for path analysis based on
full paths

2019 Path analysis [6]

Detailed preprocessing to improve the quality
and effectiveness of weblog data

2019 Preprocessing [7]

Two algorithms presented for analyzing
visitor behavior and preprocessing

2020 Preprocessing [8]

A MapReduce-based data algorithm for all
stages of preprocessing

2021 Preprocessing [9]

A graph-based method for session
construction in preprocessing

2022 Session
identification

[10]

Using entropy in preprocessing for session
identification

2018 Session
identification

[11]

MapReduce-based user identification
algorithm in web usage mining

2018 User
identification

[12]

Using AWStats to analyze public logs 2017 Web
analytics

[13]

A new open web analytics platform proposal,
Webalyt

2017 Web
analytics

[4]

Using Matomo for open government 2021 Web
analytics

[14]
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traditional methods, some recent studies on WUM preprocessing
and web analytics are given in Table 1.

Despite some existing studies in the literature conducted on the
data obtained using open-source web analytics tools, the number
of academic publications that will potentially shed light on the
data collection methods of these systems is almost non-existent.
This study also clearly identifies, in general, how analytical tools
perform the phases such as data obtaining, cleaning, and storage,
which is seen as unknown territory. Furthermore, since the pro-
posed method works on the server-side, not client-side, there is
no need to send separate requests to the server for data collection.
Therefore, the proposed system works faster and makes the server
less busy.

The proposed method provides a solution that increases the
control of organizations over user data and relieves their appre-
hensions about delegating their authority to another company.
Security concerns and data privacy sensitivity are increasingly
growing in today’s information societies. Research conducted by
Aartsen et al. shows that authors who have published articles on
web usage mining consider applying various methods and tech-
niques to web security by using WUM to discover anomalous traf-
fic as one of the most crucial future research topics in this field,
along with data privacy [15].

The method also guarantees organizations complete control and
ownership of their data. The method’s ability to allow flexible data
use and focus on data security can provide an effective solution for
organizations that spend resources building their internal tools.
The methodmay be preferable in this context, especially in finance,
telecommunications, health, and education that work with sensi-
tive data.

It becomes easy and possible to obtain usage data from page
requests, especially on large web applications where cross subdo-
main transactions are carried out with this method. Client and
application-specific data are stored in relational databases in a
form that can be easily used for data mining or business intelli-
gence applications. Nevertheless, depending on the user density
of the site, collected data may increase excessively during the long
usage period. In this case, storing historical data in another rela-
tional database or a multidimensional structure such as OLAP
cubes [16] should be considered. Organizations can also use this
data to create web analytics systems, monitor sessions in real-
time, and detect web application errors or inappropriate usage
attempts.

On the other hand, JavaScript-based methods require a second
request to the server. In contrast, the method has fewer steps in
the data collection due to its server-side operation principle. Data
collection is completed sooner than with any other client-side
methods since client data is obtained during the request to the
page. Also, there is no need to have JavaScript support on the client
side. This situation increases the detection accuracy of search
engine bots and other web crawlers.

The proposed innovative method successfully performs user
and session identification by increasing data accuracy. Thus, it
accelerates the WUM process by eliminating the time-consuming
pre-processing step and improves the performance of the mining
activity by producing more accurate results. Pattern analysis tech-
niques of WUM, such as association, classification, and clustering,
can be applied effortlessly to the data gathered by this method.

Furthermore, these robust data can be used for web analytics
extraction, or they can also be presented as input to artificial intel-
ligence methods. More meaningful information can be obtained
from this data by applying knowledge discovery or diverse artifi-
cial intelligence methods such as machine learning and deep
learning.

To sum up, the major contributions of this study are fivefold:
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1. An innovative method is proposed that explains how to obtain,
fuse, and clean semi-structured data and store the resulting
relational data so that web usage data can be used in both
web mining and analytics.

2. The method is an application-based and server-side alternative
to web server logs used as the data source in web usage mining.

3. The method can be used to build web analytics infrastructure
that guarantees organizations complete control and ownership
of their data.

4. From the web analytics perspective, the proposed method elim-
inates the need to make a second request to the server for user
tracking in client-side methods, thus making the server less
busy.

5. The structured and relational data obtained through the
method are suitable for multi-purpose use, such as machine
learning, artificial intelligence, and deep learning, apart from
their primary purposes.

The remainder of this article is organized as follows. Section 2
presents brief information about web logs, web analytics, and
web mining topics to provide a basis for the study and describes
difficulties and related works on preprocessing phase of web usage
mining. Section 3 introduces the proposed method in detail,
including three-tier organization, data collection, data model, and
data cleaning, processing, and storage stages. Section 4 illustrates
with various analyzes the 24-h data collected as a result of apply-
ing the method to a real system, followed by some concluding
remarks in Section 5.
2. Related work

Web usage mining is a process of analyzing web access logs to
comprehend the behavior of users and uncover beneficial patterns.
The most common data source seen in studies that summarize
much research related to WUM preprocessing phase is web server
access logs. A significant part of these works has focused on Apache
web server logs. Web server logs are the most frequent and inten-
sive environments of analytical effort.
2.1. Web user access logs

Due to the nature of the web, users move from one page to
another by clicking links on websites. Each new page transition
is a request to the web server. Log files have been used to keep
track of web requests, also called hits, since the WWW appeared,
and the first browser Mosaic was released in 1993 [17]. There
are various methods for collecting and storing user access data.
These methods can be grouped into server-level and application-
level.

Server-level logs are access records obtained and stored in the
background during the system’s operation by servers providing
various services such as web, application, or proxy servers. The
access log of a web server contains semi-structured data of all
HTTP requests made by browsers. One of the most used web ser-
vers globally, Apache uses the NCSA’s Common Log Format (CLF)
by default, though the server administrator can define a specific
format.

The default CLF configuration for access logs of Apache web ser-
ver is as [18]:

LogFormat ‘‘%h %l %u %t ‘‘%r” %s %b”
The meanings of the arguments included here are as follows:
%h – The client’s IP address.
%l – ID of the person requesting the document as determined by

HTTP authentication.
%u – The client’s ID if the request is authenticated.
3

%t – The time the request was received.
%r – The request line containing the HTTP method, protocol, and

resource path.
%s – Status code that the server sends back to the client (200: suc-

cessful, 404: not found, etc.).
%b – The size of the requested object.
Apache also supports the Extended Common Log Format (ECLF)

also known as the NCSA Combined Log Format, which is similar to
W3C Extended Log Format (ELF). This log format contains two
more information, referrer and user agent, additional to CLF [18].

An example of a simple one-line entry in the access log of an
Apache web server, a typical ECLF configuration, is as follows:

193.140.253.80 - - [15/Aug/2021:17:30:51 + 0300] ‘‘GET/index.php
HTTP/1.1” 200 1246 ‘‘ http://www.server.com/” ‘‘Mozilla/5.0 (X11;
Ubuntu; Linux x86_64; rv:15.0) Gecko/ 20100101 Firefox/15.0.1”

Application server logs, which required a particular set of anal-
yses and were obtained from commercial application servers such
as Weblogic, WebSphere, or Tomcat, are other examples of server-
level logs [19]. Proxy servers and other servers that provide various
services also commonly keep logs during their operations. On the
other hand, obtaining and storing data in the logs collected at
the application level are treated as separate stages.

While the data storage phase occurs on the servers (on-site or
off-site), the data-obtaining step can be performed via client-side
or server-side web technologies. Application-level user access data
is commonly obtained using JavaScript (JS) snippets by the client-
side page tagging method, and the logs are stored on remote ser-
vers off-site [17]. However, this method is unsuitable for organiza-
tions that prioritize freely applying web mining techniques to their
data.

2.2. Web analytics

Web analytics is defined as the ‘‘measurement, collection, anal-
ysis, and reporting of internet data for understanding and optimiz-
ing web usage” by the Web Analytics Association. Web analytics
involves accumulating and evaluating large amounts of data to
successfully detect and improve on-site and off-site web usage
[20].

The web analytics process entails four steps [21]:

� Data collection (number of visitors, duration of stay on the page,
etc.)

� Analytics extraction (processing the data into information by
creating metrics)

� Developing KPIs (using the information from web analytics met-
rics for business intelligence)

� Formulating online strategy (e.g., creating online marketing
campaigns)

2.3. Web mining

Data mining (DM), a step of knowledge discovery from data-
bases (KDD), is a process of obtaining useful information in data
using various techniques. DM can be applied to diverse data types
such as relational, spatial (geo), multimedia or temporal databases,
data warehouses, and web data [22]. Although there are various
application areas of data mining, the type applied to the web field
and uses web data as input is called web mining (WM).Web min-
ing is handled in three categories: Web Content Mining, Web
Structure Mining, and Web Usage Mining [23].

� Web Content Mining (WCM) is about mining information from
content on web pages such as text, images, and videos [24].

http://www.server.com/
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� Web Structure Mining (WSM) refers to producing the structural
summary of websites and is interested in the structure of
hyperlinks within the pages [25].

� Web Usage Mining (WUM) focuses on discovering and analyzing
clickstream patterns or associated data [26].

2.4. Web usage mining

Web usage mining is the process of searching for valuable pat-
terns in web access logs containing the users’ browsing history
[27]. Several data mining techniques must be applied to clean
raw logs and convert them to transaction itemsets or a data cube.
The following three stages of the web usage mining process should
be performed to extract information from weblogs.

Preprocessing is the first stage, where incomplete or inconsistent
existing data will be processed according to the needs of the next
phase [28]. Pattern discovery is the second stage, where various
methods and algorithms such as statistics, data mining, machine
learning, and pattern recognition are applied to obtain patterns
[29]. Pattern Analysis is the last stage, where the patterns found
are analyzed at this final stage and displayed with understandable
interpretations and visualizations [30].

2.5. Preprocessing phase of WUM

Data preprocessing is the first and most complex task in web
usage mining. This crucial stage which generally takes more than
60% of the whole effort, ensures a structural, reliable, and inte-
grated data source for pattern discovery [31]32.

The data preprocessing phase consists of separate sub-stages:

� Data filtering is the process of cleaning data to remove entries
that are not directed to users, such as static files and search
engine robots that crawl the site [33].

� User identification is the process of identifying individual users
based on their IP addresses and sometimes user agents [34].

� Pageview identification is the process of determining which page
file accesses contribute to a single browser display [33].

� Session identification (or sessionization) is the process of seg-
menting the user activity record of each user into sessions to
represent a single visit to the site [35].

� Path completion is the process of identifying accesses that are
not logged due to using the local cache method or ‘‘back” button
that masks user requests [36].

2.6. Challenges in WUM preprocessing

Web mining activity is faced primarily with technical issues
such as inappropriate data. For successful and reliable mining,
the data collected should be in the appropriate format. However,
these data are often incomplete or unusable, so their accuracy can-
not be ensured. The vast majority of mining endeavors are usually
spent on improving data quality [37].

Raw access log files provided by web servers comprise irrele-
vant elements affecting the accuracy of pattern discovery and anal-
ysis. These inconsequential entries include resources, such as
image, CSS, or JavaScript files, unrelated to the page’s content,
failed requests whose HTTP status code differs from 200, or traces
left by search engine indexing robots [38]. The following samples
of file requests and HTTP status codes can be examined for irrele-
vant records that need to be filtered:

‘‘GET/site HTTP/1.1” 301
‘‘GET/favicon.ico HTTP/1.1” 200
‘‘GET/app/admin/adm.php HTTP/1.1” 404
‘‘GET/app/images/ccc.png HTTP/l.1” 200
‘‘GET/app/css/login.css HTTP/1.1” 200
4

‘‘GET/website/ HTTP/1.1” 302
Identifying users from web server logs is challenging itself. A

user identification problem for the ECLF log format can be formu-
lated as follows.

Consider the IP ¼ fipl; ip2; . . . ; ipng is a set of all IP addresses of
users who accessed the website, R ¼ frl; r2; . . . ; rng denotes the
set of all resources of the website, B ¼ fbl; b2; . . . ; bng is a set of
all browsers of web user, and K ¼ k1; k2; . . . ; kng is a set of links out-
side the website.

A log entry in ECLF can be defined as
li ¼ hipi; t; d; ri;v; c; s; ½refi�; ½bi�; ½cookies�i where
ipi 2 IP; ri 2 R; refi 2 R [ K; bi 2 B, trepresents request time astimes-
tamp, d represents request methodi.e. GET/POST, v represents HTTP
version, c represents HTTP status code,andc representssize of trans-
ferred bytes. refi; bi, andcookiesare customized attributes.

A web server log consists of L = fl1;l2; . . . ; lng. Cleaned and
extracted log can be defined as CL ¼ fcl1; cl2; . . . ; clng contains rele-
vant entries and cli ¼ hipi; t; ri; ½refi�; ½bi�i. Suppose
U ¼ fu1;u2; . . . ;ung is a set of all users accessed the website.

A visit for a user ui to the website can be defined as vsi ¼ hui; eii,
where ei ¼ hðt1; r1; ½ref1�Þ; ðt2; r2; ½ref2�Þ; . . . ; ðtn; rn; ½refn�Þi; tiþ1 P ti.
Accordingly, the user identification is a problem formulated as fol-
lows: For a server log L, pick up the visits V ¼ fvs1;vs2; . . . ;vsng of
the web site users from the cleaned log CLand write Vinto the user
activity file later [39].

Session identification is another major problem in the prepro-
cessing of weblogs [40]. A unique session for a server-side pro-
gramming language allows keeping track of all requests made
from the same browser until it is closed. The web servers use cook-
ies to track users and adequately conduct the session process.
However, the web servers’ principle of keeping access logs is based
not on sessions but on logging individual requests line by line.

A complex set of processes is required to identify users and ses-
sions from the web server logs [41]. The main reason why this pro-
cess is troublesome is that there is no other data in the web server
logs to distinguish the user or session, apart from the client’s IP
address and the time of the request. The limited information in
the web server logs is insufficient to understand, for instance, that
the browser has been closed and reopened. Commonly, a logging
solution tracks visitor sessions by attributing all hits from the same
IP address and web browser signature to one person. This situation
becomes a problem in combination with the dynamic IP distribu-
tion, in which ISPs assign different addresses throughout the ses-
sion [42].

By checking the time elapsed since the last request, it is
attempted to determine whether the user has made a request in
a separate session. Requests after a certain period are considered
a different session, as the user will not stay on a page for more than
a specific time. This time is generally accepted in scientific studies
as 10 min for consecutive pages and 30 min for the session dura-
tion [43]. Another problem is distinguishing sessions that start
before midnight and continue the next day [42].

There are many studies in the literature related to the need for
logging, which is as old as the history of software development.
Gholamian et al. [44] examined the general log structures used
in software and analyzed many log applications comparatively. Sri-
vastava et al. [45] revealed that the weblogs containing limited
access data presented are a source of inspiration for many studies
in the literature.

Paredes et al. [46] compiled some studies to extract information
from such records. Even though it is reported that largely success-
ful results have been achieved in these studies, the processes, quite
laborious, are done offline and do not always give accurate results.
Abdalla et al. [2] and Deshpande et al. [47] mentioned the difficul-
ties experienced in this regard.
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Modeling problems caused mainly by existing algorithms have
been studied in previous research, and various suggestions have
been made for developing more efficient preprocessing methods.
Sukumar et al. [48] presented sample pseudo-codes for these stud-
ies by conveying the preprocessing techniques in the literature.
Kundu et al. [49] compiled the weblog analysis applications and
compared them in their study.

Fatima et al. [40] revealed the studies conducted in session
identification in their research. Deshpande et al. [47] summarized
the work done in user identification in their study. Srivastava et al.
[45] outlined the techniques applied in data preprocessing of the
web server log in their study. Svec et al. [50] explained the impor-
tance of data preprocessing in web usage mining and the effect of
errors on data analysis.

Other than WUM purposes, the biggest problem for organiza-
tions that desire to obtain information via cloud-based web analyt-
ics tools is privacy concerns, justifiably raised as data is held on
third-party servers. Quintel et al. [51] raised concerns about this
issue in their study. Čegan et al. [4] proposed an open web analyt-
ics platform called Webalyt, designed to provide usability and reli-
ability under high traffic.

Kumar et al. [3] presented a comparative analysis of essential
web analytics tools in their research, explaining the challenges to
web analytics applications. The on-site tools such as Matomo (for-
merly Piwik), Open Web Analytics (OWA), and Webalyt use
JavaScript-based page tagging methods to obtain data like their
cloud-based alternatives. A study explaining the data models, data
collection and storage methods, and working principles of Piwik
and OWA, the most preferred open-source tools in the field, has
not been found in the literature.

All these challenges explain the barriers to successful data col-
lection and efficient mining activity. On the other hand, the content
providers are interested mainly in the behavior of the visitors to
understand trends and causation besides standard system statis-
tics that are interesting to server administrators [52]. Many such
requirements cannot be met with simple statistical tools and need
more sophisticated techniques.
3. The proposed method

Organizations that think the web server logs are insufficient to
perform targeted analysis or do not desire to share user access data
with others may prefer to keep log data on their servers. The accu-
racy and integrity of access data are vital to ensure that the web
usage mining process yields reliable results. Fig. 1 illustrates that
the data obtained by a robust collecting method can efficiently
be used as a data source for both web analytics extraction and
web usage mining.

It is focused on developing a method for collecting data aimed
at WUM more regularly and healthily in this study. The temporal
data obtained with the proposed method are stored in a homoge-
neous structure in the relational database. Using this data also
eliminates the need for the preprocessing stage for WUM and pre-
sents healthy, clean, and ready-to-use data for the next step
directly, pattern discovery.

The proposed data collection method, working on-site, differs
from traditional web server logs or client-side forms. The tech-
nique relies on using an application-based API to obtain, interpret,
format, and store data. The API, developed under the proposed
three-tier model, is designed to provide usability and reliability
under heavy visitor traffic, adhering to the principles of confiden-
tiality, integrity, and accessibility of information security. The log-
ging API has been implemented into the ‘‘Campus Automation Web
Information System (CAWIS)” software framework [53], the corpo-
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rate web application of Sakarya University, and accurate data have
been collected.

The method’s three-tier organization and the logging API’s posi-
tioning are presented in Fig. 2.

� The presentation tierincludes front-end (client-side) web tech-
nologies such as HTML, CSS, and JavaScript. User interfaces of
web applications produced on the server side and viewed by
the user in the browser are located here.

� The application tierincludes the logging API with the application
running on the web server. Client and request data from differ-
ent sources, such as HTTP, network, and web application, are
collected and processed here. The application tier is in relation-
ship with both the presentation and data tiers.

� The data tierincludes all kinds of database and storage processes.
The GeoIP and logging API database, along with application
data, is located in this layer. Applications and databases have
cross-access according to the model.

Unlike others, no client-side web technologies have been used
for user tracking in this method. The logging API runs server-side
and acts as a part of the software framework. Application-level log-
ging is a long-standing approach as a functional characteristic of
the web application at a certain level.

The method introduces a more standardized structure instead
of the usual or straightforward solutions. Thus, regular data is pro-
vided for the pattern discovery stage without data conversion, data
cleaning, data filtering, user and session identification, path com-
pletion, and data formatting in the preprocessing phase of the
web usage mining process.

Moreover, many quantitative and qualitative data not contained
by the web server logs are recorded in a structured form for pro-
cessing later. This data can also be used for various purposes such
as instant systemmonitoring, analytics extraction, and user behav-
ior analysis.

Another prominent feature of the model is that it can distin-
guish sessions belonging to dynamic IPs. In the proposed method,
sessions are created by the web server, and two different devices
are defined as separate sessions, even if they use the same IP
address. These sessions are terminated when the user logs out or
does not respond to the warning window activated when there is
no page activity for a certain period.

In addition, sessions that begin before midnight and continue to
the next day are not terminated at the end of the day, unlike other
analytics solutions. All these features enable the model to perform
much more successful user and session identification than
weblogs.
3.1. Data collection

Enterprise or large-scale web applications are designed gener-
ally as a software framework. The log API is built into the frame-
work code to run in the head part. Thus, the API is also called for
every page request made.

The working method of the API in the application tier is demon-
strated in Fig. 3.

Once the software framework is built appropriately, and the API
is integrated correctly, the application developers would have
nothing to do with logging. While developers write and publish
their application codes, the API always works as part of the layered
framework. Before the end of the software framework code, appli-
cation data about the operations performed on the active page are
updated in the page log table. In this way, data for the improve-
ment of the application, such as page load time, delays in database
queries, and errors that occur, are obtained.



Fig. 1. Proposed data collection method and improvement of WUM process.
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The logging API obtains client data from diverse sources such as
HTTP, browser-agent, web application, web database, and GeoIP
database at the initial stage and combined with data fusion. The
data fundamentally belong to one of the four main categorical
groups: HTTP request data, network-level data, app-level data,
6

and external data. The logging API collects the major data in Table 2
with each request.

The data obtained from the HTTP request and network protocol
sources contained here are provided to the API by the server-side
programming language. The API also accesses application data



Fig. 2. Three-tier organization of the proposed method.
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containing user information shared by the software framework.
The client geolocation (country) information is retrieved from the
IP data range in the GeoIP table with an SQL query. The logging
API obtains detailed data such as browser name, browser version,
operating system name, and operating system version using vari-
ous string processing functions after collecting user agent data
containing browser and OS information. The other data in the table
are utilized as obtained directly from their source without
processing.

Gathered data are stored in the session and pageview database
tables according to the data model after cleaning and processing in
the next stage. The database table opensessions is used to manage
sessions and track active users in real-time. A record is created in
this table for each user who enters the application. The relevant
record is deleted when the user is logged out or the timeout period
7

expires. Thus, it is ensured that the table containing the circulating
visitors in the system is constantly up to date.

The data collection process of the proposed method has O(N) lin-
ear time complexity depending on the number of requests made.
Likewise, the processor power consumed on the server and the data
storage size increase proportionally depending on the page requests.
The method is in a scalable structure, and its ability to perform oper-
ations can be easily increased by providing sufficient resources.

3.2. Data model

Operational data generated during daily transactions in web
applications are kept in write-heavy OLTP (Online Transaction Pro-
cessing) databases, where continuous data input–output opera-
tions are performed [16]. The records are stored in log tables



Fig. 3. Sequence diagram representation of the way the log API works.

Table 2
Gathered major data and its sources.

Data Source

Client profile/User-agent (browser, OS) HTTP request
IP address Network protocol
Referrer (preceding webpage) HTTP request
Referral (channel identification) Application
Geolocation External
Pageview HTTP request
User profile Application
Application-specific data Application
Visit or session Application
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integrated into the web application database in the proposed
method. The entity-relationship diagram (ERD) of the physical data
model used in the process is given in Fig. 4.

The usage purposes of the tables shown in the ER diagram are as
follows:

user_info: The user data managed by the web app.
open_sessions: The data of ongoing sessions.
log_geoip: IP ranges data of countries.
log_session: The client data containing session info.
log_page: The request data containing page info.
8

The session management process is carried out by the inte-
grated operation of the application and web server. The first
time a request is made to the website, a new alphanumeric ses-
sion variable is generated automatically for the client by the
server-side programming language. On the other hand, the
web application uses the table ‘‘opensessions” to manage ongoing
sessions.

All session and page data in log tables are associated through a
foreign key named ‘‘opn_id”, which consists of an auto-
incrementing number for each record in this table. User identifica-
tion is performed by the API again, which can also access applica-
tion data.

3.3. Data cleaning, processing, and storage

Alongside collecting data, the logging API also carries out the
functions of cleaning and storing data. First, all the obtained data
are converted into a form that would be stored in the database
after cleaning and formatting by data type. Meanwhile, some infor-
mation such as browser data and request type is encoded. In addi-
tion, the country information for determining the client’s location
is obtained from the GeoIP table via the IP address. Then whole
structured data associated with the session are inserted into the



Fig. 4. The entity-relationship diagram of the physical data model.
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session and page log tables which have referential integrity,
through queries executed by the API.

Let S ¼ fs1; s2; . . . ; sng denotes the set of sessions created for
each visitor. The session data of each si in S is stored in a certain
row in the session log table of the OLTP database. A session consists
of visitor data such as username if logged in, operation system,
browser agent, IP, referrer, search engine, and first arrival data that
do not change as they browse the pages.

Let Ps ¼ fp1; p2; . . . ; pmg denotes the set of page requests in a
certain session. The request data of each pi in a Ps is stored in a sep-
arate row with a unique session ID for a visitor in the page log
table. Primary data such as automatically increasing log details
id, session id, user id and name, operation time, server id, applica-
tion service, page/module, and URL are kept in the page log table.
The average record size of one tuple in the tables where the data
is stored is about 200 bytes for the session, and 1000 bytes for
pageview. A sample tuple from table log_page is given in Table 3.

This method has been preferred since at least one data in the
table row changes on each page requested. Thus, the user and ses-
sion identification would be ensured with one hundred percent
success. Although the access records in the page log table seem
to be in an intermixed order regarding their relationship to ses-
sions, they are stored as a time series in order of requests. How-
ever, this situation does not prevent obtaining information about
9

the sessions, and the pages visited in the relevant session via mis-
cellaneous database queries to be made.

The relation algebra formulation in Eq: 1 can be used to obtain
the data of pages navigated in separate sessions from log database
tables as an SQL inner join.

qslog sessionffls:opn id¼p:opn id qplog page ð1Þ
In addition, the length of each session can be obtained by sum-

ming the visitor’s spent time on the pages for that session. Since
the requested time R is available for each page in the table, the
page dwelling time of the pth page is calculated by subtracting
the requested time of the pth page Rp from the requested time of
the p + 1th page Rpþ1 [54].

Accordingly, the dwell time of a session Ds is calculated using
the time scale by the sum of the dwell time of m pages as given
in Eq: 2.

Ds ¼
Xm

p¼1

Rpþ1 � Rp
� � ð2Þ

The number of pageviews per session is deliberated according
to Eq: 3.

Pps ¼
P

P
m

ð3Þ



Table 3
A sample tuple from table log_page.

Table Field Sample Data

log_details_id 14036
log_opn_id 81291
log_uid 166553
log_username user9
log_datetime 2021–09-02 10:12:18
log_date 2021–09-02
log_server 16
log_app_service gate
log_module info
log_url http://www.gate.sakarya.edu.tr/?page=info
log_web_message Welcome to WebGate
log_subtitle Info :: You can review your access and security

information here
log_cookie_serialize a:13:{s:6:‘‘AUTHID”; s:36:‘‘56b01c19-6aa8-497b-

9290-ca8ebb9e6bbc”; s:6:‘‘Apache”; s:27:
‘‘10.9.54.19.1630566730862646”; s:9:‘‘PHPSESSID”;
s:32:‘‘5282b8b77b0b2cbfe2e854b459f31a7b”; s:10:
‘‘cookie_sid”; s:32:
‘‘1765c04ed3a62487d1df2790e078a1ad”; s:11:
‘‘cookie_theme”; s:1:‘‘0”; s:10:‘‘cookie_lang”; s:1:‘‘0”;
s:12:‘‘cookie_limit”; s:2:‘‘15”;}

log_session_serialize a:8:{s:7:‘‘ses_uid”; s:6:‘‘166553”; s:6:‘‘ses_id”; s:5:
‘‘81291”; s:8:‘‘ses_theme”; s:1:‘‘0”; s:8:‘‘ses_lang”;
s:1:‘‘0”; s:9:‘‘ses_limit”; s:2:‘‘15”; s:12:‘‘ses_security”;
N; s:9:‘‘ses_child”; b:0; s:8:‘‘ses_error”; s:0:‘‘”;}

log_post_serialize a:0:{}
log_get_serialize a:1:{s:4:‘‘page”;s:4:‘‘info”;}
log_page_load_time 0,0266
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The page log table also contains operational data such as appli-
cation title, application message, cookie, session, post, get, and
page load time to ensure information to application developers
for software quality improvement and error detection purposes.
The web administrator can use these database tables to monitor
system usage and track real-time analysis information. In particu-
lar, obtaining page production times plays an essential role in web
developers being able to detect database-induced slowness.
4. Experimental results

No hypothetical or synthetic data has been used in this study.
On the contrary, the analyses have been based on the actual data
obtained from implementing the method in a real corporate web
application. To demonstrate the meaningfulness of collected data
by the proposed method, 24-h data for Friday, March 16, 2018,
were examined. Analyzed one-day sample data includes 22,104
sessions and 161,672 pageviews.

The data collected in the relational database could be analyzed
with complex queries generated. This data can also readily adapt to
any WUM technique. The data about page requests and sessions
allow analysis such as site usages, user types and genders, devices,
IPs and proxies, referrer types and hosts, languages and countries,
search engines, and keywords. In addition, daily, weekly, monthly,
annual, and long-term analytical extractions or comparative anal-
yses can be made over the accumulated data.

Depending on the goals and objectives, this data can also be
used for anomaly detection and system load estimation. The
soundness of the methodology has been assessed through the anal-
ysis of the collected actual data. As a result of implementing the
method, besides yielding consistent findings, inspiring conse-
quences have also been reached for future activities. Some analyses
created to reveal the significance and accuracy of the gathered data
are presented in the following subsections. Much more analysis
than explained in this section can be easily performed using the
data obtained.
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4.1. Analysis of usage

The top 20 users’ numbers of pageviews and sessions by the
most pageviews in all sessions are shown in Fig. 5. It can be deter-
mined how much the users use the system or keep it busy in a
sense with this analysis. A similar analysis is the pageviews of
the top 20 users by most pageviews in a session. Very high page-
views in a single session can indicate dangerous user action and
can be used to detect anomalies.

The number of pages visited by visitors and registered users in
the system provides important information about how the system
is used. Table 4 shows that the visitor types and usage count are
classified into five groups by frequency of pageviews.

This analysis is essential for determining the bounce rate of reg-
istered users and visitors and revealing their page browsing habits.
The behavior of users browsing more than 100 pages in one session
is worth considering separately. In general, the concept of ‘‘visitor”
(sometimes ‘‘user”) refers to everyone in the system, while where
user type is distinguished, ‘‘user” refers to logged-in users, and
‘‘guest” refers to non-logged-in users.
4.2. Analysis of user types and gender data

The number of users, sessions, pageviews, pageviews per ses-
sion, and total session durations as seconds, minutes, and hours
by user type and gender are given in Table 5. In addition, average
session and page durations can be readily revealed, and evalua-
tions can be made on user behaviors.
4.3. Analysis of hourly request data

It is possible to obtain the hourly usage of the system as an
OLAP data cube according to user types and genders. These
multi-dimensional data are demonstrated in Fig. 6 as an instance.
Besides providing information about the server and system den-
sity, this information is also meaningful for attack and anomaly
detection.
4.4. Analysis of device and browser agent data

Technical analysis of client-oriented device and browser agent
data is presented in Fig. 7. Such technical analyses are critical
regarding site accessibility, supportability, and usability require-
ments. The distributions related to used device types in Fig. 7(a),
the operating systems in Fig. 7b, the browser types in Fig. 7c, and
the operating systems in Fig. 7d were obtained by analyzing clients
accessing the system.

In the same way, the countries where users come from in Fig. 7e
and the browser languages in Fig. 7f are presented as ratios. The
information, such as the browser distribution or language, reveals
the necessity of design and script tests accomplished on different
browsers after the website is coded. Considering that the websites
are the doors of organizations opening to the world, this informa-
tion becomes even more meaningful.
4.5. Analysis of IP data

The number of visits and pageviews of the top 15 IP addresses
(hidden) sorted by the number of sessions opened is given in
Table 6. The same analysis can also be obtained according to the
proxy IPs. These data are essential for the detection of intensive
or dangerous uses.

http://www.gate.sakarya.edu.tr/?page=info


Fig. 5. Top 20 users’ numbers of pageviews and sessions by the most pageviews in all sessions.

Table 4
Visitor types and usage count classified into five groups.

Visitor Type Pageviews Frequency

Guests 1–3 pages 20,721
4–10 pages 1,195
11–30 pages 62
31–100 pages 3
101 + pages 1

Users 1–3 pages 5,619
4–10 pages 9,298
11–30 pages 2,262
31–100 pages 282
101 + pages 13
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4.6. Analysis of search engine data

The frequency of search engines used while accessing the web-
site by visitors is shown in Fig8a. Also, the distribution of search
keywords used by visitors to access the site via search engines is
given in Fig8b.

Commercial sites should consider this data due to their efforts
to detect sponsored links accessed from search engines or under-
stand the method of users finding the site. Evaluating which
expressions would be more efficient to pay a sponsor link fee or
reviewing the site organization in the light of this data are crucial
for effective site structuring.
Table 5
Number of users, sessions, pageviews, and total session durations by user type and gende

User Type Gender Number of Users Sessions Pageviews Pag

Guest N/A 5,343 4,655 9,006 1.9
Academic Staff Male 678 2,355 28,893 12.

Female 261 966 12,413 12.
Administrative Staff Male 217 548 5,606 10.

Female 74 205 2,193 10.
Contracted Staff Male 14 44 479 10.

Female 7 16 99 6.1
Retired Staff Male 24 47 438 9.3

Female 4 6 67 11.
Lecturer (Non-Signed) Male 11 24 309 12.

Female 1 4 44 11.
Student Male 5,259 7,284 57,596 7.9

Female 4,165 5,747 42,479 7.3
Graduate Male 50 81 706 8.7

Female 32 46 445 9.6
Unit/Mission N/A 41 76 899 11.

Total/ Average 16,181 22,104 161,672 7.3
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5. Conclusion and future work

A data collection method that works at the application level
has been presented in this study to generate a homogeneous data
infrastructure suitable for analyzing the behaviors exhibited by
visitors while browsing the websites. The proposed method also
eliminates the obligation to share data with third-party compa-
nies today, where data privacy and sovereignty concerns are
increasing. The study also focuses on how the relational data col-
lected using the proposed model will improve the whole process
by eliminating the need for the preprocessing stage of web usage
mining.

The proposed method was implemented in the corporate web
application of a university, which had a user potential that was
well above the average and an extensive visitor base. The logging
API, developed according to the method, successfully fulfilled the
desired aims. The results show that the method is highly efficient
in data collection and allows this data to be evaluated in various
ways. In this context, examining the collected 24-h data will be
sufficient to show that the method works well and is usable. Fur-
ther, the proposed method has reached a substantial number of
log records, such as 22 million sessions and 142 million page views
in a year. The true success of this method is based on the robust-
ness of the methodology applied to collect data. Completely clean
and hassle-free, the data could be presented as input to artificial
r.

eviews per Session Tot. Ses. Dur. (s) Tot. Ses. Dur. (m) Tot. Ses. Dur. (h)

3 - - -
27 778,495 12,975 216.2
85 363,953 6,066 101.1
23 123,551 2,059 34.3
70 79,217 1,320 22.0
89 24,864 414 6.9
9 2,918 49 0.8
2 7,874 131 2.2
17 5,103 85 1.4
88 11,576 193 3.2
00 2,579 43 0.7
1 1,383,957 23,066 384.4
9 950,976 15,850 264.2
2 16,180 270 4.5
7 18,054 301 5.0
83 35,658 594 9.9

1 3,804,955 63,416 1,057



Fig. 6. Hourly user numbers of pageviews by user types.

Ö. Canay and Ü. Kocabıçak Engineering Science and Technology, an International Journal 40 (2023) 101360
intelligence methods such as machine learning or deep learning for
knowledge discovery.

The three-tier model proposed in the method has a scalable
structure with its functions, the database used, the smoothness
of the code base, and the possibility of testing and maintenance.
The model is designed to respond to increased requests as long
as there is no bottleneck in the server’s processing power, band-
width, and disk space. There is no theoretical limit to the data size
that the method can handle, except for the database disk space. In
case of an increase in requests or data for web applications of dif-
ferent sizes and intensities, additional resources can be added
when necessary, and the increased workload can be met without
any disruption.
Fig. 7. Technical analysis of client-orien
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Although the model has been applied to an RDBMS, the fact that
any database management system or NoSQL is being used on the
data tier does not change the originality of the proposed method.
Requirements such as speed and capacity are issues that need to
be thought of independently of the model and focused on for insti-
tutions and organizations that will use this method.

Even though a university corporate web application is given as
an example in the application layer, the model could be adapted to
many different platforms, such as commercial or banking sites,
large or small. In case of increasing requests or data for web appli-
cations of different sizes and densities, additional resources can be
added if necessary, and increased workload can be met without
interruption.

It is as essential to present data appropriately when neces-
sary as collecting, processing, and storing them. Extracted ana-
lytical information should be accessible and available to
authorized persons when needed. Although not included in this
paper, the model outputs can be presented in a user-friendly
format with various visualizations and dashboards at the presen-
tation tier.

A known drawback of this method is the inability to collect data
such as screen resolution that can only be obtained with client-side
web technologies. This feature is naturally available in analytics
tools that gather data via JavaScript. Even though it is not a requi-
site, such client data obtained using an intermediary JavaScript
snippet can be transmitted to the API as application-specific data.
Nonetheless, AJAX technology allows sending and receiving data
in the background between the web application and the server,
and it has native compatibility with the API. In addition, applying
the method requires programming skills, database knowledge,
time, and effort.

Merely the stage of collecting web usage data is focused on, and
the benefits of collecting data via the proposed method are dis-
cussed in this study. However, the accumulated information over
time causes the used physical size to increase constantly and the
database tables to swell excessively. Moreover, the operational
database, writing-heavy, is not suitable for performing queries on
it and executing mining operations.
ted device and browser agent data.



Table 6
Top 15 IP addresses’ (hidden) numbers of visits and pageviews.

IP Addresses Sessions Pageviews Pageviews per Session

IP1 416 933 2.24
IP2 134 706 5.27
IP3 108 163 1.51
IP4 104 642 6.17
IP5 102 556 5.45
IP6 98 474 4.84
IP7 85 416 4.89
IP8 82 501 6.11
IP9 81 455 5.62
IP10 78 422 5.41
IP11 76 303 3.99
IP12 69 464 6.72
IP13 66 368 5.58
IP14 65 408 6.28
IP15 63 391 6.21

Fig. 8. Frequency of search engines and search keywords.
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The accumulated data from the previous day should be turned
into statistics information by analytics extraction every midnight
and should be transferred to the data warehouse by ETL process
for future use. Thus, the analytical information obtained can be
examined hourly, daily, weekly, monthly, or yearly, and correla-
tions between them could be analyzed. In addition, mining opera-
tions could be performed smoothly on long-term data and reading-
heavy databases. Future work will focus on extracting analytical
information from daily log data and storing batch data.
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